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Hemispheric Specialization for Speech Perception*

Michael Studdert-Kennedy+ and Donald Shankweiler++
Haskins Laboratories, New Haven

Abstract. Earlier experiments with dichotically presented nonsense syllables
Eidiiiiiiested that perception of the sounds of speech depends upon unilateral
processors located in the cerebral hemisphere dominant for language. Our aim
in this study was to pull the speech signal apart to test its components in
order to determine, if possible, which aspects of the perceptual process depend
upon the specific language processing machinery of the dominant hemisphere.
The stimuli were spoken CVC syllables presented in dichotic pairs which con-
trasted in only one phone (initial stop consonant, final stop consonant, or
vowel). Significant right-ear advantages were found for initial and final stop
consonants, nonsignificant right-ear advantages for six medial vowels, and
significant right-ear advantages for the articulatory features of voicing and
place of production in stop consonants. Analysis of correct responses and
errors showed that consonant features are processed independently, in agreement
with earlier research employing other methods. Evidence is put forward for
the view that specialization of the dominant hemisphere in speech perception
is due to its possession of a linguistic device, not to specialized capacities
for auditory analysis. We have concluded that, while the general auditory
system common to both hemispheres is equipped to extract the auditory para-
meters of a speech signal, the dominant hemisphere may be specialized for the
extraction of linguistic features from those parameters.

*This paper appeared in J. Acoust. Soc. Amer. 48, 519 -594 (1910).

+Also, Queens College, City University of New York, Flushing.

++Also, University of Connecticut! Storrs.
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Introduction

Man is a language-using animal with skeletal structure and brain mechanisms

specialized for language. For more than a century, it has been known that

language functions are, to a considerable extent, unilaterally represented in

one or other of the cerebral hemispheres, most commonly the left. The evidence

of cerebral lateralization and localization argues powerfully for the existence

of neural machinery specialized for language, but the exact nature of the

language function, and characteristics of the neural mechanisms that serve

it, remain to be specified. Most studies of the neural basis of language have

dealt with higher-level language functions and their dissolution. An al-

ternative approach, which may prove more fruitful, is to investigate the lower-

level language functions, that is, to focus on the production and perception

of speech sounds.

Study of the evolution of the vocal tract in relation to the physiological

requirements for producing the sounds of speech suggests that man has evolved

special structures for speech production and has not simply appropriated

existing structures designed for eating and breathing (Lieberman, 1968; Lieb-

erman et al., 1969). We may reasonably suppose that he has also evolved match-

ing mechanisms for speech perception. There is, in fact, much evidence that

speech perception entails peculiar processes, distinct from those of nonspeech

auditory perception (for a review of the evidence, see Liberman et al., 1967).

There are also grounds for believing that the sounds of speech are integral to

the hierarchical structure of language (Lieberman, 1967; Mattingly and Liberman,

1970). We might, therefore, c.pect that among the language processes lateral-

iced in the dominant hemisphere are mechanisms for the perception of speech.

Evidence of this is not easily gathered from normal subjects with intact nervous

systems. But recently e plausible technique has become available and is put to

work in the present study.

Kimura (1961a), using a task similar to one described by Broadbent (1954),

showed that, if pairs of contrasting digits were presented simultaneously to

right and left ears, those presented to the right were more accurately reported.

the attributed the effect to functional prepotency of the contralateral pathway

from the right ear to language-dominant left hemisphere (Kimura, 1961b). There

is evidence for stronger contralateral than ipsilateral auditory pathways in

dog (Tunturi, 1946), cat (Rosenzweig, 1951; Hall and Goldstein, 1968), and man

(Bocce et al., 1955) and for inhibition of the ipsilateral signal in man

during dichotic presentation (Milner et al., 19681 Sparks and Gesehvind, 1968).
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The right-ear advantage for verbal materials has now been repeatedly confirmed,

and attempts to account for it solely in terms of memory, attention, or

various response factors have been found inhaequate (for reviews, see Bryden,

1967, and Satz, 1968). Kimura's attribution of the effect to cerebral dominance

has received support from several other pieces of evidence. She herself (1961b)

showed that the effect was reversed--a left-ear advantage appeared--in subjects

known to have language dominance in the right hemisphere. She and others (Ki-

mura, 1964; Chaney and Webster, 1965; Curry, 1967) showed that the effect was

also reversed for nonspeech materials (melodies, sonar signals, environmental

noises). The reversal of the effect for dichotically presented nonspeech fits

with other indications that perception of auditory patterns and their attributes

typically depends more upon right-hemisphere mechanisms than upon left (Milner,

1962; Spreen et al., 1965; Shankweilet, 1966a, b; Vignolo, 1969).

Kimura's contention Aim ear advantages in dichotic listening reflect dual

cerebral asymmetries of function in perception of verbal and nonverbal materials

is thus supported by much evidence from a variety of sources. Dichotic listening

techniques, therefore, seem to offer a new way to raise the question of the

status of speech (in the narrow sense) and its relation to language. If speech

is indeed integral to language, we might expect this fact to be reflected in

the neural machinery for its perception. Specifically, we may ask: are the

sounds of speech processed by the dominant hemisphere, by the minor hemisphere

along with the music, or equally by both hemispheres? All the dichotic speech

studies referred to above used meaningful words as stimuli and therefore did

not speak to this question. Studies using nonsense syllables have, however,

been carried out in order to discover whether the right-ear advantage depends

upon the stimuli being meaningful. The results show clearly that it does not

(Shankweiler and Studdort-Kennedy, 1966; Curry, 1967; Curry and Rutherford,

1967; Kimura, 1967; Kimura and Folb, 1968; Darwin, 1969; Haggard, 1969). We

were therefore encouraged to make further use of dichotic listening experiments

as a device for probing in some detril the processes of speech perception. Our

general plan was to pull the speech signal apart and to test its components

(consonants, vowels, isolated formants, and ao on) in order to determine, if

possible, which aspects of the perceptual process depend upon lateralited

mechanisms and, by looking for information contained in perceptual errors, to

guess at some of the characteristics of the processing machinery.

In a study employing synthetic speech ( Shankweiler and Studdert-Kennedy,

1967), we compared synthetic CV syllables and steady-state vowels. Our choice

of stimuli was dictated by the repeated finding at the Haskins Laboratories
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that the identification of stop consonants and vowels engage different percep-

tual processes, stop consonants being "categorically," vowels "continuously,"

perceived (for discussion and summary of this evidence, see Liberman et al.,

1967; Lane, 1965; Studdert-Kennedy et al., 1970). In our dichotic study of

these two classes of phonemes, we found a significant right-ear advantage for

the vowels. We also found evidence implicating the articulatory features of

voicing and place of production in stop consonant perceptions and lateralization.

The present study
1
was designed to press our analysis of speech perception

further by testing the lateralization of "natural" speech rather than syn-

thetic, of final consonants as well as initials, of vowels embedded in CVC syl-

lables rather than steady-state, and of the consonant features of voicing and

place.

Method

Test Construction. We wished to study dichotic affects in the perception of

initial and final stop consonants followed or preceded by various vowels and

of medial vowels followed or preceded by various stop consonants. We con-

structed four dichotic tests: two consonant and two vowel tests. The stimuli

consisted of consonant-vowel-consonant (CVC) syllables formed by pairing

each of the six stop consonants, /b,d,g,p,t :,k /, with each of the six vowels,

/i,e,de,a,*,u/. In one consonant and one vowel test, all syllables ended with

the consonant /p/ (initial-consonant-varying (IC) tests], while in the other

pair of teats, all syllables began with the consonant /p/ (final- consonant-

varying (PC) tests).

The syllables were spoken by a phonetician. He was given two randomized

lists of thirty-six CVC syllables (six consonants X six vowels), one with

initial consonants varying, one with final consonants varying. He was asked

to read each list once at an even intensity (monitored on a VU meter) and to

release the final stop. His utterances were recorded, a spectrogram was made

of each syllable, and its duration was measured. The durations averaged around

400 cosec., with a range of about 300-500 cosec. Most of the variability arose

'Reports of some of the findings of this study were included in a paper read
before the Acoustical Society of America (Shankweiler and Studdert-Kennedy,
1967e), And in a presentation by one of us (D.S.) at the ONR Conference on
".nception of Language, University of Pittsburgh, January 1967 (Shankweiler,
its press) .

4



from differences in the "natural" length of the vowels and from differences

in the delay of the final stop release. For some few syllables, which

seemed not perfectly intelligible, the phonetician was asked to make a new

recording.

As an example of test construction, we will describe the procedure for

the dichotic consonant test in which the initial consonant varied. The

thirty-si% recorded syllables were dubbed several times with a two-channel

tape recorder: half the syllables were assigned to one track of the tape, half

to the other, so that each consonant was recorded equally often on each

track. The syllables were then splicr.d into tape loops. Each loop carried

a pair of syllables contrasting only in their initial consonants (e.g. /bap/ -

/dap /), one on each tape track. There were ninety such loops: each consonant

was paired once with every consonant other than itself (fifteen combinations)

followed by each of the six vowels.

The next task was to synchronize the onsets of the two syllables on a loop.

This was accomplished by playing the loop on a special two-channel tape deck,

modified to permit the length of leader tape passing between two playback heads

to be varied, until the onsets of the two syllables coincided. Onset was

defined on a permanent oscillographic record, obtained from a Honeywell 1508

Visicorder, as the first excursion above noise level that was sustained and

followed by clear periodicity. Synchronization of onsets was determined from

a three-channel Visicorder record, with two channels displaying the speech

waves and the third a 100 Hz sire wave. Figure 1 reproduces the Visicorder

record of two syllables with synchronous onsets.

Once the playback of two syllables on a loop had been synchronized, the

pair was dubbed on parallel tracks using on Ampex PR-10 recorder. The input

channels were matched for peak intensity on the VU meter, and the pair was

recorded four times, each syllable going twice to channel 1 and twice to

channel 2. In view of the arduous process of construction, this master tape

of synchronized, contrasting syllables. distributed evenly over channels, was

preserved uncut, as a source of stimuli in possible future experiments. Prom

it, each syllable pair was recordel twice, once in each of its two channel

orientations, on an Ampex PR-10. Thus ninety loops, made from dubbings of

thirty-six parent recordings, yielded 180 third-generation stimuli in which

each consonant was paired with every consonant other than itself followed by

each of the six vowels, once on each tape track.

These stimuli were then spliced into a rand°s order with the restriction

that each consonant pair should appear once with each vowel in the first half
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and once with each vowel in the second half of the test. There was a six-

second interval between stimuli, a ten-second interval after every tenth stimulus,

a thirty-second interval after the ninetieth.

The IC vowel test was constructed from the original thirty-six recordings

in exactly the same way as the IC consonant test, with the single difference that

the tape loops were formed from pairs of syllables contrasting only in their

vowels.

The PC consonant and vowel tests were constructed in a similar manner.

Here the difference was in the alignment procedure: these syllables were

synchronized at their final releases. Selecting the exact point of release

on an oscillographic record proved a singularly difficult task. Many arbitrary

decisions had to be made, and the resulting alignments were almost certainly

less precise than those of the corresponding IC p...13s.

Subjects. There were twelve subjects: seven women and five men, aged between

18 and 26 years. Audiograms were taken separately on left and right ears. All

subjects had normal hearing, considered themselves right-handed and had no

left-handed members of their immediate families. They served for four sessions

of 45-50 minutes each and were paid for their work.

Procedure. Subjects took the tests individually in a quiet room, listening,

over matched PDR-8 earphones, to the output of an Ampex PR-10 two-channel

tape recorder.

The order in which the tests were given was counterbalanced. All subjects

took a vowel test in their first and fourth sessions: half took the IC, half

the FC, on each occasion. All subjects took a consonant test in their second

and third sessions: half of those who had taken the IC vowel test in their

first session took the FC consonant test in their second and the IC consonant

test in their third. The orders for the other subgroups of subjects were

appropriately reversed. One subject (BZ) did not come for his final session

and so gave no data on the IC vowel test.

The experimenter began a session by playing a steady-state calibrating

tone (1000 Hz), spliced to the beginning of each test, on both recorder

channels and adjusting the outputs to the voltage equivalent of approxi-

mately 70 db SPL. The subject was then given the following, or analogous,

instructions to read:
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This is an experiment in speech perception. You are going to listen
over earphones to a series of monosyllables--consonant-vowel-consonant
monosyllables, such as 'pet,' bap,"doop,' 'pawg,' and so on. They
will be presented in simultaneous pairs, one to the left ear, one to
the right. In any pair, the two syllables will have the same consonants,
but different vowels. The two vowels will always be different, and will
be drawn from the set of six given below.

Your task is to identify both vowels. Opposite the appropriate trial
number on your answer sheet you should write two of the following:

ee (as in beet)

eh (as in bet)

ae (as in bat)

ah (as in father)

aw (as in bought)

00 (as in boot)

You should always write two vowels, even if you have to guess. Write
them in order of confidence. That is to say, write the one you are
more sure of first, the one you are less sure of second. There are
180 trials in the first test. You will have a short rest after 90, a
longer rest after the 180. Then you will do a second test of the same
length.

Each batch of 90 trials takes about ten minutes, and the task may not be
easy. But you are asked to give it your fullest possible attention.
Don't worry if you think you are missing a lot. Just make careful guesses,
and then get ready for the next trial. There are about six seconds be-
tween trials.

Any questions? If not, put the earphones on and adjust them so that they
fit comfortably on your head.

For the consonant test, the specified responses were: b,d,g,p,t,k. Ap-

propriate changes in instructions were made for the FC tests.

Subjects wrote their responses on two 90-item response sheets, at the top

of which the set of letters from which responses were to be selected was dis-

played. Upon completion of the 180-item test, subjects took a short rest,

reversed the orientation of the earphones and took the test again. For each

of the four dichotic tests, half the subjects heard channel 1 in their right

ear first, half heard it in their left ear first. Channels were snitched across

ears by phone reversal, rather than electrically, so that bias due to channel

and phone characteristics or phone position on the head would not be confounded

with ear performance.

Summary. The elaborate procedure of test construction and presentation described

above yielded 360 dichotic trials for each subject on each test, that is,
8



twenty-four judgments on each of the fifteen contrasting phoneme combinations

or sixty judgments on each phoneme by ear. Any bias due to neighboring vowel

(or consonant), imprecise synchronization of onsets or offsets, recorder channels,

earphone characteristics, position of earphones on the head, or sequence of

testing was distributed equally over the ears of the entire group of subjects.

Results

Overall Performance. Table I summarizes the raw data and provides percentage

bases for subsequent tables. Overall performance on both ears was considerably

higher for the IC vowels (82%) than for the IC consonants (68%); FC c Asonant

performance (74%) falls midway.2 For reasons that will become apparent (see

below: an index of the laterality effect) we distinguished between trials on

which both syllables were correctly identified and trials on which only one

syllaL'e was correctly identified. The distribution of total correct into the

two categories is shown in the two right-hand columns of Table I. The difficulty

of the IC consonant test as compared with the vowel is again shown by its lower

percentage of both-correct trials (43% for consonants, 69% for vowels) and its

higher percentages of one-correct trials (25% for consonants, 14% for vowels).

Ear Advantage. Table II presents percentage correct on the three tests, by

preference and by ear, for individual subjects and for the group.

On the initial consonant test every subject shows a total right-ear ad-

vantage of between 4% (SB, JH) and 22% (AL). The mean total right-ear advantage

of 12% is significant on a two-tailed matched pairs t-test 174.0.001).

For the final consonants, right-ear advantages are smaller and more variable.

Ten subjects show a total right-ear advantage of between 2% (JWn) and 15% (LN).

Two subjects (MI, HW) show left-ear advantages of 1% and 3%, respectively. The

mean total right-ear advantage of 6% is significant on a two-tailed matched

pairs t-test (t=.3.84, pc:0.01).

The vowel results are again variable. Seven subjects show right-ear

advantages, three (JH, NK, JWn) show small left-ear advantages, one (SB) no

advantage. The mean total right-ear advantage of 2% falls short of signifi-

cance on a two-tailed test at the 0.05 level (t.B2.16, pc:0.06).

2Main results for the FC consonants are presented in Tables I and II. All fur-
ther consonant data analysis is for IC consonants only, largely due to our dis-
satisfaction with the FC stimuli. Accordingly, since vowel data were intended
for comparison with consonant, only the IC vowel data have been fully analyzed:
all reported vowel results are for this teat only.
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TABLE I

Overall performance: initial consonants, medial vowels, final consonants.

Test

Number of syllable
combinations

Number of syllable
presentations per
ear per subject

Number of subjects

Number of syllable
presentations per
ear for group

Number of syllable
presentations for
group (both ears)

Total correct
(percent)

Initial Medial Final
Consonants Vowels Consonants

15 15 15

360 360 360

12 11 12

4320 3960 4320

8640 7920 8640

5858 6516 6394
(68%)* (82%) (74%)

Number correct
on trials with
both correct 3702 5442 4505
(percent) (43%) (69%) (52%)

Number correct
on trials with
only one correct 2156+ 1074+ 1889
(percent) (25%) (14%) (22%)

*All percentages in this table are based on number of syllable presentations
for group (both ears).

+Group percentage bases for trials on which only one syllable was correctly
identified.
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Overall performance is higher on first preferences than on second for all

three tests, and for both initial and final consonants, the total right-ear

advantage is derived from first preferences (although some subjects--SB and AL

on initials, HW and AL on finale - -show their larger ear advantage on second

preferences). That the right-ear advantage on consonants does not arise from

a general tendency to report tha right ear first, while the left-ear signal

decays in storage, is shown by the fact that the ear advantage on first

preferences for the vowels is to the left. Furthermore, the higher overall

performance on first preferences is due almost entirely to the right ear on

initial consonants, to the left ear on vowela.3 The tendency to attach greater

confidence to correct responses combined with the relatively large number of

trials on which both responses were correct leads to nonsignificant reversals

of the consonant ear advantages on second preferences.

An Index of the Laterality Effect. The laterality effect has been shown to

be a function, under certain circumstances, of task difficulty (Satz et al.,

1965; Bartz et al., 1967; Satz, 1968), and a ceiling is necessarily imposed

upon it by very high or very low overall performance (Halwes, 1969). Since

the vowels evidently set the listeners an easier task than the consonants, we

sought a method of data analysis by which the two levels of difficulty might

be equated. We found this in trials on which only one of the syllables was

correctly identified. All such trials are presumably, in some sense, of equal

difficulty, and overall performance on the subset is necessarily equal (50%)

for consonants and vowels. No ear advantage can, in any event, be detected

on trials for which the syllables are either both correct4 or both incorrect,

so that restriction of a laterality measure to the trials on which only one

syllable was correctly identified (see Table I, last column) confines attention

to the only occasions on which the effect has an opportunity to appear. Our

null hypothesis for these one-correct trials is, then, that the single correct

syllables are identified equally often by right and left ears. Deviation from

3Order of report effects have been shown to be present, but insufficient to
account for the entire laterality effect, in many studies. For reviews,
see Bryden (1967); Satz (1968); Halwes (1969).

4A measure of ear advantage might be derived from both-correct trials by use
of preference scores, but these trials may not all be of equal difficulty.
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this 50-50 distribution may be expressed as a percentage: (R-L/R+L) 100, where

R (or L) is the number of trials on which the correctly identified syllable

was delivered to the right (or left) ear. The index will range from 0 (50-50

distribution) to ±100 (0-100 distribution), with negative values indicating

a left-ear advantage, positive values a right-ear advantage. Its significalce

may be tested on the null hypothesis that R/R+L 0 0.50, using the normal curve

as an approximation to the binomial.

Table III presents values of this index, based on one-correct-only trials

for individual subjects on initial consonants, final consonants, and vowels.

For initial consonants, the mean percentage laterality effect is 26. Each

subject contributes between 150 and 208 trials. For nine subjects, the index

is significant; for three subjects (SB, JR, NK), the index is positive but not

significant.

For final consonants, the mean percentage laterality effect is L7. Bath

subject contributes between 89 and 237 trials. For seven subjecte, the index

is significant; for three subjects (SB, BZ, NWn), the index is positive but not

significant; for two subjects (MJ, HW), the index is negative and not sig-

nificant.

For the vowels, the mean percentage laterality effect is 10, but.the re-

liability of this is low. Subjects vary widely in their indices and in their

numbers of one-correct trials. Subject LN, for example, hau an index of 50,

based on only 8 trials, subject NK an index of -1 based on 143 trials, subject

Mj an index of 17 based on 191 trials. For only two subjects (NJ, AL) is the

index significant.

Laterality Effect for Individual Stop Consonants and Vowels. Up to this point,

we have treated stop consonants and vowels as undifferentiated classes. But

do all members of these classes show a laterality effect of the same degree? To

answer this question, the group data were broken down by phonomes, and the later-

ality index was computed for each consonant and vowel. Figure 2 presents the

results. The indices are arranged fron left to right in order of decreasing

magnitude. Consonants and vowels are perfectly segregated by this arrangement.

/b/ and /8/ have the highest indiess, and the voiced consonant at a given place

value is always higher than its unvoiced counterpart. But the right-ear advantage

is present for the whole class of initial stop consonants, and all indices are

significant with plc0.0001: lateralization is strong and consistent. For the

vowels, on the other hand, lateralization is weak and inconsistent: all indices

are positive, but only one (for /i/) is significant with p.0.01 and one (for

13
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18e /) with p<0.10.

Laterality Effect and Item Difficulty. We eliminated task difficulty as a

variable affecting the apparent lateralization of consonants and vowels by analyz-

ing one-correct trials only. But it would still be possible for differences

in the lateralization of individual phonemes on these trials to be linked to

item difficulty. Consonants were therefore ranked according to difficulty,

measurud by total number of errors (order: /k,b,t,g,p,d/) and the value of

their indices (order: /b,g,p,k,d,t/). Kendall's tau (Siegel, 1956) was com-

puted and gave a nonsignificant value of 0.20. Vowels ranked according to

their levels of difficulty (AM,O,a,u,g,i/) and indices (/i AS,O,a,u/) yielded

a nonsignificant tau of -0.13. There is, therefore, no evidence here for a

relation between the observed laterality effect and item difficulty.

The Identification ofConsonant Feature Values. Having found that each of the

six stop consonants is significantly lateralized, we may now ask whether the

same is true of the articulatory features of which they are composed. Logically

prior to this, however, is the question of whether these features are even per-

ceived. Their psychological validity is, in fact, attested by the results of

scaling the perceived distances among the stop consonants, /b,d,g,p,t,k/ (Green-

berg and Jenkins, 1964) and analyses of errors in perception and short-term

memory have suggested that the features are separately extracted and stored

(Miller and Nicely, 1955; Singh, 1966, 1969; Wickelgren, 1966; Klatt, 1968).

Experiments with dichotic listening offer a new approach to study of the per-

ceptual process.

Each of the six stop consonants may be specified in terms of two articu-

latory features: voicing and place of production. In English, place of

production has three values (labial, alveolar, velar), while voicing has only

two (voiced, voiceless), so that we can specify each of the stops uniquely within

a 2 X 3 matrix. The dichotic pairs may then contrast in voicing (lb,p1, /d,t/,

/g,k/), in place (/b,d/, /b,g/, /d,g/, /p,t/, /p,k/, /t,k/), or in voicing and

place (/b,t/, /b,k/, /d,p/, /d,k/, /g,p/, /g,t/). In each of these three blocks

of trials, each consonant occurs equally often at each ear. if consonants are

perceptually irreducible wholes and their component features no more than use-

ful descriptive devices, we would expect performance to display only chance

variation across blocks of trials for which articulatory features were the basis

of classification. But, in fact, we find, as in our earlier experiment (Shank-

weiler and Studdert-Kennedy, 1967b), that performance does vary significantly.
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Table IV shows that, when a feature value is common to both ears (that is, when

the dichotic pair contrasts in only one feature), an error is less likely to

be made and both responses are more likely to be correct than when no feature

value is common (that is, when the dichotic pair provides a double contrast,

a contrast in both voicing and place). Furthermore, performance varies accord-

ing to which feature is shared: more advantage accrues from shared place than

from shared voicing.
5

Or, in opposite terms, the feature more adversely

affected by conditions of dichotic competition is place: even when voicing

is shared, the contrast in place depresses performance. The outcome confirms

the perceptual reality of the features: voicing and place values are indeed

separately extracted.

TABLE IV

Percentage of different trial outcomes as a function of
feature composition of dichotic pairs.

Feature Having a Value Shared
by the Dichotic Pair

Trial Outcomes (Percent)

Both
Correct

One
Correct

Neither
Correct

Place 61 37 2

Voice 43 52 5

Neither 33 55 12

The same conclusion is suggested by an analysis of errors. Even if a con-

sonant is wrongly identified, one of its feature values may be correctly identi-

fied, and appropriate analysis will permit inferences about the perceptual

process. The analysis is confined to trials on which a single error was made,

since it is only for these that we can assign an error to its ear and stimulus.

5We note here a discrepancy between this result and a finding of our earlier
study. There, performance was improved by the sharing of voicing (suggesting the
greater difficulty of that feature); here, performance was improved by the sharing
of place. Since the inference from Table IV of greater difficulty in the
perception of place than voicing is borne out by every other relevant analysis in
the present study [as also by the findings of Miller and Nicely (1955) and Singh
(1966)1, we have discounted the discrepancy in our subsequent discussions.
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To ensure that no differential advantage accrues through a shared feature value,

the analysis is also confined to trials on which each ear receives a different

value of both voicing and place, that is, to double-contrast trials. For these

trials, we may then determine the frequency with which each feature was correctly

identified on erroneous responses, and we may compare this frequency with that

expected by chance. To make the procedure clear, buppose that the stimulus pair

is /b,t/ and that the subject correctly identifies /b/, so that we know his

error is on /t/. His erroneous response may then be correct on voicing (/p/ or

/k/), correct on place (/d/), or correct on neither feature (/g/). Correct

guesses, if made on the perceptually unanalyzed phonemes without regard to

their component features, would then be distributed in the proportions 2:1:1

for voicing, place, and neither feature correct. Table V shows that, in fact,

voicing alone is correctly identified an overwhelmingly large proportion of

times. Chi-square for this table equals 200.34, which, with 24 degrees of

freedom, is highly significant (p<0.001).

TABLE V

Number and percentage of features correct on
single-error responses in double-contrast trials.

Feature Correct Number Percent

Voice Alone 678 72

Place Alone 184 19

Neither 83 9

Total 945 100

We may be confident, then, that the features are separately processed

and that voicing values are more accurately identified than place. But some

advantage may yet accrue to the identification of one feature from the

correct identification of the other. In other words, the two perceptual pro-

cesses may be, at least partially, dependent. The degree of their independence

may be estimated by combining correct responses and errors into a single con-

fusion matrix and carrying out an information analysis (Miller and Nicely, 1955;

Attneave, 1939). The procedure has the additions) advantage of providing a

comparison between voicing and place identification in which the unequal guessing

18



probabilities for the two features may be discounted by expressing, for each

feature, the information transmitted as a percentage of the maximum possible

transmitted information.

Three confusion matrices were therefore constructed: a 2 X 2 voicing

matrix in which stimuli and responses were grouped into labial, alveolar, and

velar; a 6 X 6 matrix for the six individual consonants. Entries into these

tables could use only those trials on which at least one phoneme was correctly

perceived, since when neither phoneme is correct, the erroneous responses

cannot be assigned to their appropriate stimuli. This has two consequences

for the analysis. First, since all double errors are excluded, it leads to an

over-estimate of the transmitted information for the experiment as a whole.

But, since the purpose of the analysis is to compare the features and to

estimate their degree of independence rather than to make a reliable estimate

of information transmission, this need not concern us. A second consequence

is that not all phonemes, or classes of phonemes, are equally represented in

the trials to be analyzed so that the presented information (and hence the pos-

sible transmitted information) is reduced from the value that it would have if

the sample were representative of the whole set of stimuli. However, the re-

duction in presented information proved to be only a few thousandths of a bit

for each matrix, so that maximum possible transmitted information remained

effectively 1 bit on voicing, 1.58 bits on place, and 2.58 bits on the individual

consonants.

The actual information transmitted was computed for each matrix, and the

results are displayed on the left side of Table VI. If the features of voicing

and place were independently identified, the sum of the information transmitted

for voicing and place separately would equal the information transmitted for

the individual consonants in which the two features are combined (McGill, 1954;

Miller and Nicely, 1955). Table VI shows that the required additivity holds

to a close approximation. The independent perception of these features, demon-

strated by previous investigators (Miller and Nicely, 1955; Singh, 1966), is

again confirmed.

Table VI (right side) also expresses information transmitted as a

percentage of maximum possible information transmitted on the two features,

thus correcting for their unequal guessing probabilities. We again see the

superiority of voicing over place identification: 12* more of the available

voicing information is transmitted than of the available place information.
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TABLE VI

Information in bits and percentage of maximum possible information transmitted,
for each feature separately and for the features combined in individual conso-
nants.

Absolute Amount of Information
Transmitted in Bits

Percentage of Maximum Possible
Information Transmitted

Voice Place (V+P) Combined Voice Place (V+P) Combined
(2)

.38 .41 (.79) .86 33 26 (32) 33

Maximum
Possible 1.00 1.58 2.58

The general superiority of voicing over place identification, shown by

the three data analyses described above, may not, of course, hold for all

feature values. As a rough test for the homogeneity of the effect, we can

compute the percentage correct on each feature value for all trials having at

least one correct response (double-error trials again being excluded since

responses on these trials cannot be assigned to their stimuli). Table VII

.shows the results of these computations. There is little difference between

parformances on the labial and velar place values: both are some 202 lower

than performances on either of the two voicing values. The joker in the set

is the alveolar performance of 82%, suggesting that perception of this place

value is no more affected by dichotic stress than is perception of voicing.

However, the result must be viewed with caution, since the data reveal a heavy

bias toward alveolar responses: 42% of all place responses on these trials

were alveolar, as compared with 29% each for labial and velar responses. A

similar, though much smaller, bias appears in the data of Miller and Nicely

(1955, Table VIII) for the set of six stop consonants.

TABLE VII

Percentage correct responses on each feature value for trials with at least
one correct response.

Feature Value Percent Correct

Labial 64

Place Alveolar 82

Velar 63

Voicing
Voiced 83

Voiceless 83
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The bias probably does not reflect listeners' expectations based on their

experience with the language. Even though Denes (1963) estimates alveolar

stop consonants to be roughly three times as frequent in English as either

labial or velar stops, he also estimates voiceless stops to be very nearly

twice as frequent as voiced, and no corresponding bias appears in our data (if

anything, the reverse: 53% of listeners' responses on these trials were voiced,

47% voiceless). Furthermore, analysis of errors shows that most alveolar

responses are made on trials in which at least one of the stimuli carries the

alveolar place value; The "bias," therefore, arises when one member of a

dichotic pair is alveolar, the other not; the alveolar value, then, "dominates"

the contrasting labial or velar value. In other words, our first inference

seems to be correct: the "bias" has a perceptual basis, and the alveolar stops

in this experiment were less susceptible to dichotic stress than labial or

velar stops.

Lateralization of Feature Perception. We may now ask whether the independence

of the two features, and the advantage of voicing over place shown in the

combined data,holds eqqalty for the two ears. To answer these questions, the

data were reanalyzed separately for each ear. We begin with a reanalysis of

Table IV. The results are now given in terms of percentage of correct responses

for each ear, rather than in terms of trial outcomes, since no difference be-

tween the ears can appear on trials for which the responses were either both

correct or both incorrect. Table VIII shows the Outcome of the reanalysis.

For both ears, the ranking is exactly as in Table IV: performance is highest

when place is shared, second highest when voicing is shared, lowest when

neither feature is shared.

TABLE VIII

Percentage correct responses for the two ears as a function of feature
composition of dichotic pairs.

Feature Having a Value Shared
by the Dichotic Pair

Percent Correct
Left Ear Right Ear

Place 74 86

Voice 63 75

Neither 54 67
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We may notice, furthermore, that the right ear has approximately the same

advantage over the left ear (About 12%) for each type of dichotic pair. This

suggests that the right-ear advantage is the same for both voicing and place- -

that one feature is not more heavily lateralized than the other. The same

conclusion is suggested by an error analysis along the lines of Table V. Again

we make use only of double-contrast trials, and to avoid any bias due to

possible interaction between the features (despite their evident independence),

we compute for each ear conditional percentages. That is, we compute the

percentage correct on voicing, given that place was missed, and the percentage

correct on place, given that voicing was missed. Table IX gives the results

of these computations: the right-ear advantage is 7% on voicing, 6% on place.

Table IX

Conditional percentages of feature errors for the two ears on single-error
responses in double-contrast trials.

Feature in Error Other Feature Percent
Left Right

Voicing
Place 86 93

Correct

Voicing
Place 14 7

Incorrect

Voicing
Place

67 73
Correct

Voicing
Place

33 27
Incorrect

However, equal lateralization of the two features is not evident in every

analysis. Table X shows the breakdown of Table VII by ear. The expected right-

ear advantage appears for every value of both features but is somewhat greater

for labial and velar place values than for voicing, suggesting stronger later-

&ligation of these place values. LBoth ears, incidentally, show a gain in al-

veolar performance' for the left ear the gain is approximately 202, as against

13 -16X for the right ear, perhaps reflecting a somewhat stronger alveolar prefer-

ence on the left ear (442 of all left-ear responses, as against 39% of all right-

ear responses, were alveolar).)
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TABLE X

Percentage correct responses on each feature value for each ear on trials
with at least one correct response.

Feature

Place

Voicing

Value Percent Correct
Left Right,

Labial 59 71

Alveolar 79 84

Velar 58 68

Voiced 82 89
Voiceless 80 87

Finally, Table XI displays the results of the information analysis. Both

ears transmit a greater percentage of their voicing than of their place inform-

ation. And for both ears the expected additivity, or independence, of feature

information holds quite closely. However, the right-ear advantage is here

greater on voicing (18X) than on place (10X). The difference cannot be tested

for significance, but the disagreements between Tables VIII and IX (features

equivalent in lateralization), Table X (right-ear advantage greater on two place

values) and Table XI (right-ear advantage greater on voicing) are obvious.

TABLE XI

Information in bits and percentage of maximum possible information transmitted
for each feature, separately and for the features combined in individual
consonants, for right and left ears.

Absolute Amount of Information Percentage of Maximum Possible
Transmitted in Bits Information Transmitted

Right
Ear

Left
Ear

Maximum
Possible

Voice Place (V +P) Combined Voice Place (V470 Combined

.49

.31

1 'I/

.50

.35

1.58

(.99)

(.66)

2.58

1.06

0.70

49

31

32

27

41

27

40

26

There is also disagreement between one particular analysis in this and in

our earlier study. In that study, we found differing degrees of laterality

effect according to which features were shared (or contrasted) between the

eats in a dichotic pair. We took this to indicate some difference in the
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degrees of lateralization of the two features. But in the corresponding

analysis of the present study (Table VIII), we found no differences in

laterality effect.

We therefore conclude that, while both features are clearly and independently

lateralized, reliable estimates of their relative degrees of lateralization

have eluded us.

Discussion

The results are in general agreement with those of our previous study

and of several other investigators (Curry, 1967; Curry and Rutherford, 1967;

Kimura, 1967; Darwin, 1969a,b; Haggard, 1969; Halwes, 1969) in demonstrating

a laterality effect for the perception of dichotic signals that differ only

in their phonetic structure. They show further that the laterality effect

extends to the perception of subphonemic features. Before discussing some of

the problems that the results present, we will briefly consider a possible

mechanism of speech lateralization.

A Mechanism for the Laterality Effect in Speech Perception. As Kimura (1961b,

1964) first suggested, the laterality effect may be accounted for by the

assumptions of cerebral dominance and functional prepotency of the contra-

lateral over the ipsilateral auditory pathways. Contralateral prepotency rests

upon the greater number of these neurons and upon inhibition of ipailateral

neurons during dichotic stimulation. Strong corroboration of Kimura's

argument has come from the work of Milner, Taylor, and Sperry (1968). (See

also Sparks and Geachwind, 1968). They studied right-handed patients (presumably

left-brained for language) for whom the main commissures linking the cerebral

hemispheres had been sectioned to relieve epilepsy. Under dichotic stimulation,

these subjects were able to report verbal stimuli presented to the right ear

but not those presented to the left; under monaural stimulation, they performed

equally well with the two ears. Milner et al, attribute their results to sup-

pression of the ipailateral pathway from left ear to left (language) hemisphere

during dichotic stimulation and, of course, to sectioning of the callosal

pathway that should have carried the left ear input from right hemisphere to

left. Their data justify the inference that when, under dichotic stimulation,

normal, left-brained subjects correctly perceive a left-ear verbal input, the

signal has been suppressed ipsilaterally, has traveled the contralateral

pr.th to the right hemisphere, and has been transferred across the lateral



commissurea to the left hemisphere for processing. Inputs to both ears, there-

fore, converge on the dominant hemisphere, that from the right ear by the direct

contralateral path, and that from the left ear by an indirect path, crossing

first to the right hemisphere, then laterally to the left. The right-ear

advantage in dichotic studies of speech must then arise because the left-ear

input, traveling an indirect path to the left cerebral hemisphere, suffers,

on certain trials, a disadvantage or "loss" to which the right-ear input,

traveling a direct path, is less susceptible.

The locus of this loss can be broadly specified. We first assume that

the two contralateral pathways are equivalent, so that the two signals reach

their respective hemispheres in equivalent states; there is, of course, ample

opportunity for the signals to interact at subcortical levels, but presumably

whatever loss such interaction may induce is induced equally on both signals.

If we further assume that the two signals upon arrival in the dominant hemisphere

are served by the same set of processors (as evidence, discussed below,

suggests), loss in the left-ear signal must occur immediately before, during,

or after transfer to the dominant hemisphere.

The nature and source of the left-ear loss are matters of great interest

to which we return briefly in a later section of the discussion. Here, we

merely remark that a preliminary attack on the problem might be made through

careful comparison of error patterns for right- and left-ear inputs. As we

have seen in the limited data of the present study, the general pattern of

errors is rather similar for the two ears. This suggests that the left-ear

input is subject to stress that differs in degree, but not in kind, from that

exerted on the right-ear input. The .jtion of a generalized auditory stress

common to both ears, whatever its source, is encouraged by the fact that the

error pattern in this experiment is remarkably signer to that found in other

studies. The superiority of voicing identification over place, for example,

was observed by Miller and Nicely (1955) and by Singh (1966) in studies of

speech perception through masking noise.

The Nature of Cerebral Dominance in Speech Perception. To speak of cerebral

dominance in speech perception is to imply that at least some portion of the

perceptual function is performed more efficiently, or even exclusively, by the

dominant hemisphere. The problem is to define that portion. That dichotic

inputs must, at some point in their time course, converge on a final, common

path is evident from the fact that the two inputs ultimately activate a

single articulatory response mechanism. But how early the inputs converge is
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the matter of interest. We would like to know, for example, whether con-

vergence occurs before any linguistic analysis of the signal whatever (as

would be true if both ears were served by a single set of specialized speech

processors in the speech-dominant hemisphere), after partial linguistic

analysis (as would be true if, for example, features were separately extracted

in the two hemispheres but were recombined in the dominant hemisphere), or

after complete linguistic analysis and immediately before response (as would

be true if the two hemispheres were equivalent in their capacities to analyze

the signal but were served by a single set of specialized output mechanisms

in the speech-dominant hemisphere). More generally, is the signal from the

nondominant hemisphere transferred to the dominant hemisphere in a linguistic

or in an auditory code? Some leverage on this question nay be gained from a

further analysis of errors in the present study.

Independent processing of subphonemic features requires that, at some

point between input and output, a syllable be broken into its component

features and that, at some later point, these feature be recombined into a

unitary response. If convergence of the two inputs occurs before features

are recombined, a feature value has an opportunity to lose its local sign,

that is to lose information about its ear of origin: A correctly perceived

feature from one ear might then be incorrectly combined with a correctly per-

ceived feature from the opposite ear. The resulting response would be a

"blend" of features from opposite ears. However, if convergence of the two

inputs occurs after features are recombined, local sign could only be lost

for the entire syllable, not for its component features. Blend responses

would then occur only by chance. Evidence for greater than chance occurrence

of blends is, therefore, evidence for loss of local sign on features and, by

inference, for convergence of the inputs before the features are recombined.

Blends cannot be detected on single-contrast trialst even if the error

occurs in combining the features, any resulting response will be correct,

since one of the crossed feature values is presented to both ears. But on

double-contrast trials, blending errors may be detected. For example, if

the stimulus pair to /b,t/, the erroneous responses /p/ or /d/ are blends

(drawing place values from one ear, voicing values from the other), while

the erroneous responses /g/ and /k/ are not blends. Both classes of error would

occur equally often if there were no tendency for errors of local sign to

occur on the features and if subjects were distributing their errors at randoa.

In fact. blending errors occur with high frequency. Table XII shows that, of
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410 errors on double-error, double-contrast trials, 263 (64%) were blends; of

945 errors on single-error, double-contrast trials, 673 (71%) were blends. The

overall percentage of blends (69%) is far in excess of chance expectation (50%).

For each row of the table, p4:0.0001 on a test of the chance hypothesis by

the normal approximation to the binomial.

TABLE XII

Number and percentage of errors on double-contrast trials that arose by blending
or not blending features from opposite ears. Trials affording two errors and
trials affording one error are distinguished.

Trial Number of Number of Total Number Percent
Outcome "Blend" Errors "Nonblend" Errors of Errors "Blend" Errors

Double
263 147 410 64

Error

Single
673 272 945 71

Error

Total 936 419 1355 69

Errors of local sign on the features do then occur in these data, as in

those of Kirstein and Shankweiler (1969), with very high frequency. The result

is additional evidence for the independent processing of the features. More

importantly, it suggests that inputs to left and right ears converge on a

common center at some stage before combination of the features into a final

unitary response.

We may now ask whether convergence occurs immediately before feature combina-

tion or at some later stage. In other words, is the signal that is transferred

from right hemisphere to left coded into separate linguistic features, or is

it in some form of nonlinguistic auditory code? If the first were true, features

of the left-ear syllable and features of the right-ear syllable would be

extracted in separate hemispheres, and the feature composition of one syllable

should have no effect on the probability of correctly identifying the other.

If the second were true, interaction could occur between auditory parameters of

the two inputs during the process of feature extraction, and this interaction

should be reflected in performance. In fact, we already know from Tables IV

and VIII that a response is sore likely to be correct if the two inputs have a

feature value in common. Furthermore, the advantage of sharing a feature

value accrues more frequently if place is shared than if voicing is shared.
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We conclude that the inputs converge before rather than after features

extraction and that duplication of the auditory information that conveys the

shared feature value gives rise to the observed advantage. In other words,

we take the systematic relation between performance and the feature composition

of dichotic pairs to be evidence consistent with the hypothesis of interaction

during, or immediately before, the actual process of feature extraction.

Also consistent with this interpretation are the similar error patterns

for left and right ears that we have already reported. As a further example,

Table XIII shows the breakdown of Table XII by ear. (Only single-error trials

are considered, since double errors cannot be assigned to their ears. An

example of a single-error "blend" would be the response /d/ in the response pair

/b,d/, given to stimulus pair /b,t/.) While the percentage of "blend" errors

is greater for the right ear (75%) than for the left (692), the difference is

not significant at the 0.05 level, and both ears show a heavy preponderance

of "blend" over "nonblend" errors.

TABLE XIII

Number and percentage of errors on double-contrast trials that arose by blending
or not blending features from opposite ears, for right and left ears. Single-
error trials only.

Number of Number of Total Number Percent
Ear "Blend" Errors "Nonblend" Errors of Errors "Blend" Errors

Right 268 91 359 75

Left 405 181 586 69

Total 673 272 945 71

We therefore tentatively conclude that convergence of the two signals in

the dominant hemisphere occurs before the extraction of linguistic features

and that it is for this process of feature extraction that the dominant hemisphere

is specialized. On this hypothesis, we would assign to the dominant hemisphere

that portion of the perceptual process which is truly linguistic: the

separation and sorting of a complex of auditory parameters into phonological

features. Such a specialized "decoding" operation has been shown, on quite

other grounds, to be entailed in speech perception (Liberman et al., 1967).

The Role of the General Auditory Systes in Speech Perception. The foregoing
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argument has suggested that the role of the dominant hemisphere is due to its

possession of a special linguistic device rather than to superior capacities

for auditory analysis. We should, therefore, emphasize the distinction between

extraction of the auditory parameters of speech and linguistic "interpretation"

of those parameters. It is for the latter that specialized processing is

required and for which the dominant hemisphere seems to be equipped, while

the former is the domain of the general auditory system common to both

hemispheres. In other words, the peculiarity of speech may lie not 86 much

in its acoustic structure as in the phonological information that this

structure conveys. There is, therefore, no a priori reason to expect that

specialization of the speech perceptual process should extend to the mechanisms

by which the acoustic parameters of speech are extracted.

Consider, for example, an acoustic variable underlying the identification

of place in atop consonants: the extent and direction of the second formant

transition (Liberman et al., 1954). Data bearing on the perception of such

frequency transitions in nonspeech have been reported for resonant frequencies

(Brady et al., 1961) and, more recently, for tone-bursts (Pollack, 1968; Nabelek

and Hirsh, 1969). Nabelek and Hirsh determined the optimal glide durations

for the discrimination of frequency change to be, in general, between 20 and 30

msecs. They remark that these values are "close to the durations that were

found by Liberman et al. (1956) to be important for the discrimination of speech

sounds" (p. 1518). They conclude that this optimum transition duration "is

a general property of hearing and...does not only appear in connection with

speech sounds" (p. 1518).

Their conclusion does not, of course, imply that there may be no functional

differences between the hemispheres in auditory perception. There ice, in fact,

much evidence that for nonspeech the right, nondominant hemisphere playa a greater

role than the left in recognition of auditory patterns and in discrimination of

their attributes (Milner, 1962; Kimura, 1964; Benton, 1965; Chaney and Webster,

1965; Shankweiler, 1966 a, b; Curry, 1967; Vignolo, 1969). Whatever the

peculiar auditory capabilities of the right hemisphere may be, there is reason

to believe that each hemisphere can perform an auditory pattern analysis of

the speech eignal without the aid of the other. The isolatee left hemisphere

can, in fact, go further and complete the perceptual process by interpretation

of these auditory patterns 89 sets of linguistic features (as the data of

Milner et al., cited above, show).

Whether the right hemisphere can go so far is open to question. Sperry
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and Gazzaniga (1967) (see also Smith and Burkland, 1966; Gazzaniga and Sperry,

1967; Sparks and Geschwind, 1968) found that commissurectomized patients,

instructed orally to select an object from a concealed tray with the left hand,

were able to do so. Since left-hand stereognostic discrimination was known,

from other of their tests, to be controlled only ty the right hemisphere, it

was evident that this hemisphere, in some sense, "perceived" the speech.

However, the hemisphere was unaware of what it had "heard"; the patients

were unable to name the object they had selected and were holding. Similar

results have been reported by Milner et al. (1968) for commissurectomized

patients to whom instructions had been presented dichotically, thus presumably

confining left-hand instructions to the right hemisphere. These authors con-

clude that "the minor, right hemisphere does show some rudimentary verbal

comprehension" (p. 184).

Interpretation of such results is not easy, particularly since these

patients had pre-existing epileptogenic lesions in addition to surgical dis-

connection of the hemispheres. However, it seems possible that the right

hemisphere's "rudimentary comprehension" may have rested on auditory analysis

which, by repeated association with the outcome of subsequent linguistic

processing, had come to control simple discriminative responses. Certainly,

a capacity for the auditory analysis of speech would seem to be the least we

can attribute to the right hemisphere.

We therefore conclude that the auditory system common to both hemispheres

is probably equipped to track formants, register temporal intervals, and in

general, extract the auditory parameters of speech. But to the dominant hemis-

phere may be largely reserved the tasks of linguistic interpretation: for example,

selecting from a formant transition the relevant overlapping cues to consonantal

place of articulation and to neighboring vowel or selecting from the infinity

of temporal intervals automatically registered in the auditory stream the one

interval relevant to the perception of voicing (Lisker and Abramson.

Abramson and Lisker, 1965). Completion of such tasks is presumably p e equisite

to conscious perception of speech.

The interpretation of the laterality effect outlined in precedin, ions

has implications for future work that may best be drawn by first disc

the results for consonants and vowels in the present study.

Consonant Feature Lateralization. Underlying lateralization of cony re
the independent lateralizations of their component features. Since , of
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consonantal errors are due to the loss of a single feature (see Tables V and

IX), any reduction in the laterality effect of one feature would lead to a

reduction in the laterality effect of the consonants as a whole. An example

of such an effect may have been provided by the final consonants of this study.

The right-ear advantage for the final consonants, though significant, is

relatively small. The result is at variance with that of Darwin (1969a,h),

who found a strong right-ear advantage for final consonants in dichotically

presented synthetic VC syllables.
6

If we accept the difference as genuine end

not due to some artefact, such as poor synchronization of the final consonants,

in this study, an interesting explanation might be that our reduced effect arose

from reduced place lateralization and that place lateralization only occurs

for cues carried by a formant transition. A formant transition was the sole

source of cues in the unreleased synthetic stops used by Darwin but not in the

released "natural" speech stops of the present study, where final bursts may

sometimes have provided enough information for clear place identification.

The implication, in light of our previous argument, is that a final burst,

standing in relative isolation from the rest of the syllable, may be estimated

as well by the minor as by the major hemisphere and that information about its

parameters (intensity, duration, frequency band) is liable to relatively little

loss during transfer to the dominant hemisphere for feature extraction. A

formant transition, on the other hand, in which cues for both vowel and consonant

are delicately implicated, even if correctly estimated auditorily by the minor

hemisphere, may be subject to degradation during transfer to the dominant

hemisphere. The presence of a formant transition was found by Darwin (1969a,b)

in an experiment with synthetic (inicial) fricatives (/f,s,S,v,z,3/ followed by

/E p/) to be a necessary condition of right-ear advantage: fricatives synthesized

from friction alone, without transition, were clearly identifiable but gave no

right-ear advantage. The likely importance of formant transitions in the

laterality effect may also bear on the results for the vowels to which we now

turn.

Vocal Lateralization. A main purpose of the present study was to determine

whether natural vowels embedded in a consonantal frame would show a greater

right-ear advantage than the synthetic, isolated, steady-state vowels of our

6Trost et al. (1968) report equal right-ear advantages for initial and final
consonants in "natural" CVC syllables. But since their test lists included
fricatives, liquids, voiced, voiceless, and nasal stops, not all of which
occurred equally often in initial and final position, their results are
difficult to compare with those of this study.
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previous study. They did not. Nonetheless, some tendency toward a right-ear

advantage for the vowels is evident. In both studies, the mean advantage,

though not significant, was to the right (4% 2%). Of the twenty-one subjects

in the two studies, thirteen gave right-ear advantages (two significant), seven

gave left-ear advantages (none significant), one no ear advantage. For the

six vowels in the present study, all ear advantages were to the right (one

significant). In short, the vowels display a weak, variable right-ear ad-

vantage and by this are distinguished from consonants, for which a stronger

right-ear advantage is the rule, and also from musical or other nonspeech

sounds, for which a left-ear advantage is the rule (Kimura, 1964; Shankweiler,

1966; Chaney and Webster, 1965; Curry, 1967).

The vowels studied up until now seem to occupy a position on the margin

of speech. But we should note that the vowels of this experiment, though

embedded in CVC syllables, were still of relatively long duration, each syl-

lable lasting between 300 and 500 msecs. Presumably, were they synthetic,

we could push them (or isolated, steady-state vowels) toward nonspeech and a

left-ear advantage by systematic manipulation of their spectral composition,

musicalizing them, perhaps, by reducing the bandwidths of their formants, and

increasing their duration. But under what conditions might the tentative

right-ear advantage be magnified into a full right-ear advantage comparable

with that of the consonants?

If the vowels are isolated and steady-state, merely reducing their

duration from 150 msecs. to 40 msecs. has no effect: neither the longer nor

the shorter vowels show a significant ear advantage (Darwin, 1969a, b), and

reduction of duration much below 40 msecs. is not possible without loss of vowel

quality and approach to a nonspeech clicks But for vowels placed in CVC

syllables, the story may be different. We know that the identification of

synthetic CVC vowels may be affected by the rate of articulation (Lindblom and

Studdert-Kennedy, 1967). Such vowels may be said to be "encoded" (Liberman et

al., 1967) in the sense that cues for their identification are provided

simultaneously (in parallel) with cues for the identification of their neighboring

consonants. Identification of both vowels and consonants entails a judgment,

in some form, of the formant transitions. From the dichotic work of Haggard

(1969) we know that synthetic semivowels and laterals (/w,r,l,j/), for which

important cues are carried by relatively slow formant transitions, may give a

right-ear advantage of the same order as that given by stop consonants. And

finally, we have the evidence of Darwin (1969a, b), cited above, on the

possible importance of formant transitions in the laterality effect for fricatives.
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We may then reasonably hypothesize that reduced, rapidly articulated, "encoded"

vowels in CVC syllables, dependent for their recognition on the perception of

formant transitions, would show a significant right-ear advantage. Experiments

to test this hypothesis are now being planned.

Cerebral Dominance and Information Loss in the Laterality Effect. In the fore-

going discussion, we have suggested that differences in right-ear advantage

among stops and vowels may be due to differences in the susceptibility of these

signal classes to information loss during transmission. In earlier discussions

(for example, Shankweiler and Studdert-Kennedy, 1967a; Shankweiler, in press),

we have taken such differences in ear advantage to reflect differences in the

degree to which consonants and vowels engage the specialized perceptual mech-

anisms of the dominant hemisphere. We should now make explicit the reasons

for this shift in interpretation and, at the same time, summarize our current

understanding of the laterality effect.

There are two necessary conditions of an ear advantage in dichotic

listening. First, some part of the perceptual process must depend upon

unilateral neural machinery; second, the signal from the ipsilateral ear

must undergo e significant loss due either to degradation of the signal during

transmission to the dominant hemisphere or to its decay during the time it is

held before final processing. Wherever a reliable contralateral ear advantage

is observed, both these conditions must have been fulfilled. However, Darwin

(1969e, b) and Halwes (1969) have independently pointed out that where an ear

advantage is not observed, or is small, the outcome is ambiguous: it may

indicate either no unilateral processing or no significant information loss in

the ipsilateral signal. In other words, the absence of an ear advantage is

not inconsistent with complete lateralization of some portion of the perceptual

function, since the outcome may simply indicate that the acoustic materials being

studied are not susceptible to information loss under certain experimental con-

ditions.

This is the interpretation that the reduced effect for final consonants

seems to demand, since, in the interests of parsimony, we must suppose that

final consonants require the operation of specialized feature extractors in

the dominant hemisphere no less than initials. For the vowels, the situation

is not so clear. The "continuous" nature of vowel perception (for a recent

discussion, see Studdert-Kennedy et al., 1970) may perhaps be related to vowels

not engaging discrete feature extractors in the dominant hemisphere. At the

same time, transfer of vowel information to the dominant hemisphere for final

perceptual response is unavoidable, and the most parsimonious interpretation
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again seems to be that the reduced or null laterality effect for vowels is

also due to reduced information loss rather than to absence of cerebral domi-

nance.

We may, finally, distinguish two broad directions that future research

with dichotic materials might take. First, there is research of general

auditory interest. Much remains to be learned about the experimental and

acoustic conditions of ipsilateral transmission loss. Appropriate research

may increase our understanding of those features in the design of the auditory

system that make it possible to demonstrate laterality effects. Second,

there is research directed primarily to the understanding of speech perception.

Wherever a laterality effect for speech materials clearly occurs, we may

exploit the effect to infer underlying perceptual processes. Here, we should

emphasize a point that may easily be missed: the size of the laterality effect

is not a measure of its importance or of its value for research. We are not

concerned in dichotic experiments to estimate the contribution of a variable

to control over perception. We are, rather, exploiting till apparently trivial

errors of a system under stress to uncover its functional processes.

Conclusions

This study of dichotically presented, "natural" speech CVC syllables

showed: (1) a significant right-ear advantage for initial stop consonants;

(2) a significant, though reduced, right-ear advantage for final stop

consonants; (3) a nonsignificant right-ear advantage for six medial vowels;

(4) significant and independent right-ear advantages for the articulatory

features of voicing and place in initial stop consonants.

We have argued, following Kimura (1961b), that thn right-ear advantages

are to be attributed to left cerebral dominance and functional prepotency of

the contralateral pathways during dichotic stimulation. From analysis of the

errors made in perception of the initial stop consonants, we have tentatively

concluded that, while the general auditory system may be equipped to extract

the auditory parameters of a speech signal, the dominant hemisphere is special-

ized for the extraction of linguistic features from those parameters. The

laterality effect would then be due to a loss of auditory information arising

from interhemispheric transfer of the ipsilateral signal to the dominant hemi-

sphere for linguistic processing.
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Ear Differences in the Recall of Fricatives and Vowels*

C.J. Darwin+
Haskins Laboratories, New Haven

Summary. Two experiments on the free recall of dichotically presented syn-
thetic speech sounds are reported. The first shows that the right ear advan-
tage for initial fricative consonants is not simply a function of the recog-
nition response class but that it is also a function of the particular acoustic
cues used to achieve that response. This is true both for the whole response
and for the constituent phonetic features. The second experiment shows that
when both the response class and the particular stimuli presented on certain
trials are held constant, the right ear advantage for the constant stimuli
can be influenced by the range of other stimuli occurring in the experiment.
Vowels show a right ear advantage when, within the experiment, there is un-
certainty as to vocal tract size, but they show no ear advantage when all the
vowels in the experiment are from the same vocal tract. These results are in-
terpreted as demonstrating that there are differences between the ears, and
probably between the hemispheres, at some stage between the acoustic analysis
of the signal and its identification as a phonetic category.
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Under certain conditions, sounds which enter one ear may s'ibsequently be more

efficiently recalled or recognized than similar sounds entering the other

ear (Kimura, 1961a, b; 1964). Differences between the ears tend to be obtained

more reliably when different sounds enter the two ears simultaneously than

when only one ear is stimulated, either with one (Corsi, 1967) or with two

simultaneous signals (Shankweiler, in press). Monaural stimulation can give

significant ear differences but such experiments have required larger numbers

of subjects than the usual dichotic paradigm (Bakker, 1968, 1970).

The type of stimulus' material used is probably the only determinant of

which ear gives better performance. In similar recognition paradigms, the

right ear does better for digit triads (Broadbent and Gregory, 1964) and the

left for orchestrated melodies (Kimura, 1964) and simple pitch patterns

(Darwin, 1969). In free recall, the right ear again does better for digit

triads (Kimura, 1961b) and the left for familiar melodies (Kimura, 1967) and

simple pitch sweeps, whether carried on a word or on a nonverbal timbre (Darwin,

1969).

Since patients with vocal speech impaired when their right hemispheres

are anaesthetized show an advantage for the left ear in free recall of

digit triads (Kimura, 1961a), some link between the ear difference effect

and cerebral dominance must be assumed. Authors differ on the nature of this

link. Some attribute it to perception (Kimura, 1961b), some to short-term

memory (Inglis, 1962), others to attention (Treisman and Geffen, 1968). Some

authors have implicitly denied the stimulus specificity of the direction of

the effect and claim that there is a general tendency to report material en-

tering the right ear before that entering the left (Oxbury et al., 1967).

One important limitation of free recall experiments was pointed out by

Inglis (1962). Serial order effects (see, for example, Broadbent, 1958) could

account for ear differences in a free recall paradigm if there were some

tendency to report certain types of material from a particular ear first. Bryden

(1963) controlled for serial order effects and found a smaller, though still

significant, residual advantage for the right ear with digit sequences. Thus,

while serial order effects account for some of the ear difference in a free

recall paradigm, they do not explain why the sounds from one ear are recalled

first or why there is a residual difference. The tendency to report one ear

first could derive from whatever causes this residual ear difference.

This residual effect may be due to differences in the efficiency with

which material is either perceived or remembered. Making th' distinction be-

tween perception and memory in terms of the first and second ear reported,
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Bryden (1967) summarizes the available data and shows that there is no

evidence that the ear difference effect is any smaller on the first than

on the second reported ear. Darwin (1969) also failed to find any such

evidence for material recalled better either from the right or the left ears.

Treisman and Geffen (1968) suggested that the ear difference effect arises

because of an unequal distribution of attention, the left hemisphere finding

it easier to attend to the right ear than the left ear. If this were so, we

would expect sounds which are more easily separated by selective attention

to show a greater ear difference than those which are more difficult to

separate. Kirstein and Shankweiler (1969), however, find that, when a subject

is asked to report the sounds from a particular ear, he makes fewer errors of

attention for vowels than for consonants but that consonants show a greater

right ear advantage than vowels. Selective attention may interact with the

mechanisms responsible for the ear difference effect, but it is not a basic

cause.

Kimura's (1961b) explanation of the ear difference effect as reflecting

differences in the efficiency with which material is perceived (in the sense

used above) in the two hemispheres can account for all the available data

that has been obtained with adequate experimental procedures, provided that

we make the assumption that the experimental differences demonstrated between

the ears can be attributed to differences between the two hemispheres. No

alternative explanation can do so well. What, then, is the nature of this

"perceptual" difference? At what stage in the varied processes of perception

do differences between the ears and between the hemispheres appear?

The right ear advantage does not depend on the material being meaningful.

Significantly greater scores for the right ear than for the left have been

detected in free recall paradigms for initial and final stop consonants

(Shankweiler and Studdert-Kennedy, 1967a, b) and for laterals and semivowels

(Haggard, 1969) in a simple, nonsense syllable context. The right ear advan-

tage for stops remains when order of report is controlled by a suitable method

of scoring (Darwin, 1969) or by preinstructing order of report (Kirstein and

Shankweiler, 1969). However, these experiments do not tell us whether the

difference between the ears occurs before or after the sound has been cate-

gorized as a particular phoneme. The failure of vowels to give a right ear

advantage in free recall (Shankweiler and Studdert-Kennedy, 1967a; Darwin, 1969)

is not relevant here since vowels differ from consonants in both their acoustic

structure and their phonological class. Vowels and consonants could

have different ear asymmetries at some level after. they have been classified
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as phonemes. This paper examines whether there are differences between

ears in some perceptual process which occurs before classification of a

sound as a phoneme.

Analytically, the sounds of speech form a subset of the sounds of the

environment since they are subject to phonetic constraints deriving from

the anatomy and physiology of the vocal tract and to phonological and

allophonic constraints imposed by particular languages. Maximum efficie

in perception will only be obtained if these constraints are utilized.

However, to preserve the efficient perception of sounds not subject to these

constraints, some functional division is required in the perceptual system

so that one part may deal with the special problems of speech while the

other remains free to deal with the remaining sounds.

The phonetic constraints are of two main types, both of which lead to

a complex relationship between the perceived phoneme and the acoustic

signal. In one case, a complex relation arises because the articulatory

specifications for some phonemes are incomplete (for bilabial stops, for

example, only a general movement of the lips and jaw is specified); the arti-

culators which are not specified can then assume a wide variety of positions

with a correspondingly wide variety of acoustic sequelae. in the second case,

the complex relation arises from the variation in size and shape of the vocal

tracts producing the sound.

The first set of relations has been extensively studied, and the word

encoded has been used (Liberman et al., 1967) to describe this particular

lack of acoustic invariance. The second type of variability has received

relatively little study. However, the relationship is net likely to be a

simple one since, for example, women's vocal tracts are not only smaller than

men's but have different relative proportions (Chiba and Kajiyama, 1941). So

when a vowel is spoken by two different individuals with the same articulatory

gestures, the formant frequencies for one cannot, in general, be obtained by

multiplying each formant frequency of the other's by a constant multiple.

This multiple varies between speakers, between vowels, and between individual

formants (Mattingly, 1966; Pant, 1966). The perceptual system at least

partially compensates for these perturbations since it can accommodate some

independent variation in the range of the first two formants (Ladefoged and

Broadbent, 1957).

These are by no means the only problems for the speech recognition system,

but as they are specific to speech, they offer the opportunity of separating

speech and nonspeech perceptual mechanisms and of asking whether they are equally
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the prerogative of the two ears and of the two hemispheres. The first

experiment asks whether the ear advantage is the same for sounds perceived

as the same phoneme but requiring to different extents Liberman's "decoder."

The second experiment asks the same question of vowel sounds from different

sized vocal tracts.

Experiment 1: Fricatives

Fricatives are well suited to the purpose of this experiment since there

are two main cues which contribute to their perception. The first, and

perceptually most significant, is the spectral peak of the friction itself

(Harris, 1958; Heinz and Stevens, 1961); this peak shows relatively little

variation with vowel context. The second main cue is the formant transitions

to adjacent vowels. These show much more contextual variation with vowels

since they depend on the shape of the whole vocal tract. In both voiced and

unvoiced fricatives, they assume a major role only in distinguishing /f,v/

from le,d/, although they do contribute to the intelligibility of the other

distinctions. Fricatives synthesized with appropriate formant transitions

are generally more intelligible than those synthesized without them, although

the latter are still highly intelligible provided that the /f,v/ - /o,4,/

distinction is not required.

Liberman et al. (1967) hypothesized that only those aspects of

speech which show appreciable contextual variation give a right ear advantage.

This predicts that fricatives containing the appropriate formant transitions

will show a right ear advantage, while those without such transitions will

not.

Method

The experimental tape was prepared on the Haskins parallel formant synthe-

sizer. Six fricatives, /f,s,S,v,z,j/, were used in the syllabic frame /-tp/.

The fricatives /41/ and /1/ were not used because they are highly confusable

with /f/ and /v/, respectively. There were four stimulus conditions:

1) With appropriate friction and appropriate foment transitions.

2) As 1) but with an instantaneous transition into the vowel, which was
extended to occupy the time previously allocated to the transition.

3) As 2) but with the vowel deleted, leaving only the steady-state friction.

4) As 1) but without the friction, leaving formant transitions and vowel.
This condition sounded like plosives rather than fricatives.
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The steady-state friction lasted 45 msec, the transitions 30 msec, and the final

syllable 120 msec.

The sounds were assembled into a dichotic tape, using a computer program

(Mattingly, 1968) that first laid down marker pulses on the recording tape

and then synthesized utterances in a predetermined sequence as the marker pulses

were detected. This method allows individual dichotic pairs to be aligned

almost perfectly in time, while the use of synthetic speech allows accurate

control of the amplitudes and duration of the sounds.

Each sound was paired twice with every other sound in its own stimulus

condition to give a basic experimental tape of 240 trials, the second half of

which was the same as the first but with the trial order reversed. This

whole experimental tape was taken by each subject twice. Prior to the main

experiment, the subjects were practiced in identitying the sounds with the fol-

lowing letters: f, 8, sh, v, z, j, p, b, d. A pilot experiment showed that

the letters p, b, and d were most readily assigned to the quasi-plosives which

constituted condition 4. This condition was not basic to the purpose of the

experiment but was included in case none of the fricative conditions gave a

significant ear advantage. When the subjects were scoring above 75 percent

on these single sounds, they were given 10 practice trials with dichotic pairs.

They were told to write down the two sounds they heard, putting their more

confident choice first. They could write down the same response twice if they

wished. They were asked to try to maintain a neutral attention before each

trial, rather than to listen fot one ear only. After the 10 practice trials,

if they had no questions and had not obviously disregarded the instructions,

they went on to the main test trials, which came in 16 blocks of 30 trials.

Half the subjects started with the headphones reversed, and all subjects reversed

their headphones after every 4 blocks.

The experiment was taken by one left-handed and thirteen right-handed

undergraduate and graduate subjects. No subject had any hearing defect to the

beet of hia knowledge, and none had a difference of more than 5 db between

ears for the threshold at 1500 Ht measured by the method of limits.

Results

Statistical tests are taken from Siegel (1956) and are all two-tailed.

Unless otherwise. stated, the test used is a Wilcoxon T-test for matched pairs.

The overall percents correct for the first and second responses together are

given in Table 1.
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Table 1

Percents correct for total scores on both responses

Stimulus Condition

1 2 3

Friction Friction Friction
Transition Vowel

stimulus condition.

4

Transition
Vowel

Ear Vowel

Left 47.4 44.4 45.4 58.6

Right 53.2 46.6 46.6 63.6

Right-Left 5.8 2.2 1.2 5.0

Right+Left 50.3 45.5 46.0 61.1

A Friedman analysis of variance on total right-minus-left ear scores

between the four stimulus conditions is significant (p <.01). The total score

on the right ear is significantly higher than that on the left for condition

1 (p <.01) and condition 4 (p <.05) but not for either condition 2 or 3 (p)..1).

This picture holds both with and without the left-handed subject. Condition

1 gives a significantly greater right ear advantage than either condition 2

(p <.02) or condition 3 (p <.O1). Adding foment transitions thus increases

the score more on the right ear than on the left. The left-handed subject shows

a large effect in the opposite direction with conditions 2 and 3 showing a

greater right ear advantage than condition 1. He is omitted from all remaining

statistics.

The total scores show a very significant tendency for the right ear to

score higher on condition I than on condition 2 (p <.001) but only a slight

tendency for the left ear to do so (.1>p:s.05). A similar pattern prevailed

between conditions 1 and 3 but not between conditions 2 and 3. Performance on

the right ear is significantly better when foment transitions are added, while

that on the left ear is not. Thus, cnly the right ear can utilize effectively

the additional information present in the formant transitions.

Since the preceding analysis has been made in terms of simple percent cor-

rect scores, the differences found between the various stimulus conditions

may be due partly to changes in preferred order of report, although it is

difficult to think of any interesting reason why this should be so. To counter
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this objection, however, a scoring system was devised which compensated for

order of report effects. These "D scores" are described in the appendix. D1

scores reflect the first channel reported and D2 the second. A positive D score

indicates a right ear advantage.

Table 2

Mean D scores for fricatives by stimulus condition. Positive D score
indicates right ear advantage; subscript denotes order of report.

Stimulus Condition

1 2 3

Friction Friction Friction
Transition Vowel

Vowel

D
I

.253 -.050 .109

D
2

.161 .072 .022

D 2-DI
-.092 .122 .087

D scores for the three fricative conditions are given in Table

2. A Friedman analysis of variance on tht DI scores is almost significant

(.1>p:).05) but fails significance on the D2 scores (p:0.1). The significance

level of individual Wilcoxon T-tests un these scores is therefore not reliable.

The following significance levels are given, however, as an indication of the

pattern of the results. The important differences, those between condition 1

and conditions 2 and 3, respectively, appear large and show apparent significance

levels of less than .025 for the D
1

scores. As in the percent correct analysis,

there is a large difference between conditions 1 and 2 for the right ear scores

(p ic .002) but a small one for the left ear scores (p >.1).

Although the D scores are too variable to allow these significance levels

to be accepted, the overall pattern of results is almost identical to that

of the percentscorrect scores. Since the D scores compensate for order of

report effects, it is unlikely that the significant patterns seen in the percents

correct scores are attributable to a change in order of report preferences.

It seems sore probable that the D scores are inherently more variable than the

simple percentscorrect from which they are derived.

In summary, a similar pattern of results is obtained with both simple percents
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correct scores and a more complicated score which makes some compensation for

the order in which the two ears are reported and the overall level of per-

formance. The right ear advantage is greater when appropriate formant transi-

tions are present than when they are absent. The presence of a succeeding

vowel in the absence of formant transitions, however, does not appear to in-

fluence the ear advantage. The ear difference effect is thus not simply a

function of the recognition response class but is also influenced by the

particular cues used to achieve a given response. Moreover, the results are

as predicted by Liberman et al.'s (1967) encoding hypothesis in that only

those sounds with formant transitions show a right ear advantage.

So far in this analysis, we have taken as correct a response which has

both the appropriate voicing and place of articulation. It is of some interest

to see whether there are ear advantages for these two dimensions independently.

There is convincing psychological evidence that the traditional phonetic

feature system is implicated in processes of perception (Miller and Nicely, 1955)

and short-term memory (Wicklegren, 1966). If the ear difference indeed reflects

differences in the perceptual efficacy of the two ears, these differences may

be present not only for the perception of the phonemes as a whole but also for

the perception of its constituent features.

In a dichotic listening experiment using stop consonants, Halwes (1969)

found that a large proportion of errors arose from a failure to combine features

correctly rather than from a failure to extract them. Many "incorrect" re-

sponses in Halwes's experiment consisted of a feature from one ear combined

with a feature from the other ear. Perhaps where, as in this fricatives exper-

iment, a correct response is scored only if both voicing and place of arti-

culation are correct, the ear difference is due to a difference in the efficiency

with which the two features are combined into a response rather than to any

differences in the efficiency with which they are actually extracted. If this

were entirely the case, we would expect there to be no residual ear difference

when the ear effects for the two dimensions are assessed separately. On the

other hand, it is possible that there are differences between the ears in the

efficiency with which the features are actually extracted, in which case we

would expect ear differences when we analyze the features separately.

The results of the fricatives experiment were accordingly scored to provide

separate analyses of the voicing and place of articulation dimensions. The

dimension not under consideration was made irrelevant both in the stimulus and

in the response. This procedure is necessary if the analyses of the two

dimensions are to be truly independent.
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Analysis of place of articulation was carried out in terms of overall

percent correct, making voicing irrelevant in both the stimulus and the

response. A Friedman analysis of variance gave a significant overall varia-

tion over stimulus conditions for right-minus-left ear percent correct scores

(X
r

2
= 7.55, df=2, p < .05) . As in the main analysis, the only condition to

show a significant right ear advantage was the first, that which had

friction and formant transitions (To4 1/2, n=13, p.c.005). Neither group

2 nor group 3 showed a significant right ear advantage (p>.1). There was

a significant difference between the first group and the average of the other

two in this respect (T=14 1/2, no13, p <.05). Analysis in terms of D

scores was not made because of the large variance with only three response

alternatives.

For the voicing dimension, the only trials which contribute differen-

tially to the ear difference are those in which the two stimuli have dif-

ferent voicing but in which the two responses have the same voicing. Only one

of the stimuli has then been incorporated into the response. A Friedman ana-

lysis of variance on the difference between right and left ear incorporation

of voicing for the three fricative conditions is significant (X
r

2
n 7.0, dfo2,

p4c.05). Individual T-tests show that voicing is incorporated more often

frOm the right ear than from the left in both the first (To13 1/2, n12,

p <.05) and the second (Tell, no12, p<.05) stimulus conditions (the two with

the succeeding vowel). There is no significant right ear advantage for the

third condition with the isolated friction (T -20 1/2, nll, p>.1).

There is a significant difference between groups 2 and 3 in this respect

(To12, no13, p.c.02) but not between any of the others. Combining the first

two groups gives a highly significant advantage for the right ear (Tel 1/2,

n12, p 4.002) and a significant difference between their mean and the

third group (To10, null, pic.05). Thus, the voicing dimension is reported

more accurately from the right than from the left ear only when there is a

succeeding vowel.

For fricatives, there is thus a dissociation between the stimulus con-

ditions necessary to give a right ear preference for place of articulation

and those necessary to give one for voicing. Formant transitions are

necessary for the former, but a succeeding vowel suffices for the latter.

However, these conclusions must be qualified by their possible contamination

with changes in order of report preferences since they are based on an ana-

lysis of percent correct scores.
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Discussion

The main result of this experiment is that the right ear advantage is

not determined solely by the recognition response but is also influenced by

the particular sounds used to achieve that response. This appears to be

true both for the phonetic response as a whole and for the individual articu-

latory features which constitute that response. Moreover, the particular

acoustic signals that must be present for voicing or for place of articula-

tion to show a right ear advantage are different. For place of articula-

tion, appropriate formant transitions must be present, while for voicing,

a succeeding vowel suffices. This dissociation suggests that the difference

between the ears is occurring before or during the classification of the

sound into features and that it is not simply a consequence of Oh overall

ear difference for the phonemic response. In particular, the presence of

a right ear advantage for voicing under condition 2, when there is no over-

all right ear advantage for the entire phoneme, arues that the ear difference

for the individual features is not a consequence of the ear advantage for the

entire response but rather that the ear advantage for particular features

logically precedes that for the entire response.

If differences between the ears are not simply a function of response

class, can the same be said of differences between the ImpitelEme Unfortu-

nately, no. An important assumption in the interpretation of ear differences

is that there is a functional decussation of the auditory pathways. Although

there is electrophysiological evidence that shows that a statistical decus-

sation in subhuman species both for evokea potentials (Tunturi, 1946; Rozensweig,

1951) and for single unit recording (Hall and Goldstein, 1968), the main

evidence we have that this decussation is both present in man and suffi-

cient to reveal interhemispheric differences is the result of dichotic

listening experiments. The most convincing demonstration occurs in patients

with a section of the corpus callosum. These patients can report verbal

material equally well from either ear when only one ear is stimulated at a

time, but they can report practically nothing from the left ear when similar

verbal material is played simultaneously into both ears (Milner et al., 1968).

Moreover, this weakening of the left ear response is dependent on the nature

of the sounds in the other ear. As the sounds in the right ear are progressive-

ly distorted, performance on the left ear improves (Sparks and Geschwind, 1968).
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Normal subjects show much smaller ear differences than commissurecto-

mised patier:s when undistorted digit sequences are played in both ears

(Milner et al., 1968; Kimura, 1961b). Normal subjects also show an ear dif-

ference effect which is dependent on the nature of the competing stimulus.

Initial and final plosive consonants give a reliable right ear advantage when

they are opposed by another such consonant (Shankweiler and Studdert-Kennedy,

1967b); however, plosive consonants embedded in a nonsense word and opposed by

white noise give no ear differeace (Corsi, 1967). An unpublished experiment by

the present author showed no ear difference using initial plosives rather than

embedded ones in one ear and noise on the other. Thus the ear difference effect

is influenced by the nature of the competing stimulus.

The simplest explanation of these effects is that, in normal subjects,

considerable information about the sounds on the left ear can be transmitted

across the commissures to the left hemisphere. Commissurectomised patients,

being deprived of this path, must rely entirely on the elrect ipsilateral

path. The efficiency of this latter path is critically ds4endent on the

nature of the sounds on the two ears. With no sound on one ear, it

can function well, but as progressively less distorted speech is introduced

on the other ear, it becomes less and less efficient.

A significant difference between scores from the two ears can be

interpreted as showing that there is some difference between the hemispheres

and that the sounds on each ear have gone predominantly to their opposite

hemispheres. However, if there is no significant difference between the

ears, we cannot attribute this failure with any confidence to either an

equivalence of the two hemispheres or to a failure of the relevant pathways

to decussate sufficiently to reveal an interhemispheric difference. The

differences in ear advantage between the various stimulus groups reported in

this experiment could then be due either to a difference in the degree to which

the two hemispheres are implicated in their processing or to a difference

in their abilities to produce a functional decuseation of the rele-

vant pathways. We can only conclude that the former is true and, thus,

that the hemispheres differ in their ability to classify phonemes if we have

independent evidence that those sounds that did not give a right ear advantage

were in principle capable of revealing any interhemispheric difference that

there might have been.
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All the sounds that failed to give an ear advantage for a particular

feature in this experiment had a steady state along the physical dimension

relevant to that phonetic feature. Thus, place of articulation shows an ear

advantage only when it is cued by a moving pattern of formant transitions,

while the voicing feature shows an ear advantage only when it is cued by a

,sound that may be only partially voiced. Perhaps no steady-state discrim-

ination can give an ear difference. The absence of any ear difference for

steady-state vowels, whether in CVC context or in isolation (Shankweiler and

Studdert-Kennedy, 1967a, b), and of very brief duration (Darwin, 1969)

supports this idea. Furthermore, Darwin (1969) found only tenuous evidence

for a left ear advantage for recall of steady-state nonverbal timbres similar

to those whose discrimination was more impaired after right, rather than left,

temporal lobectomy (Milner, 1962). If an ear advantage can be demonstrated

for steady-state sounds, we will Lave more justification for assuming that

the steady-state sounds used in this fricatives experiment were, in principle,

capable of showing ear differences.

We must now face the logical difficulty that, without further assumptions,

we cannot tell whether any change made in the stimulus conditions which

produces an ear advantage is having its effect through changing the conditions

necessary to reveal differences between the hemispheres or through changing

the nature of the task in such a way as to implicate mechanisms for which

the hemispheres do, in fact, differ.

Ore reasonable assumption is that the functional decussation of the

auditory pathways is determined only by the particular sounds which are presented

on any one trial and is not influenced by the range of sounds which may occur

in the experiment. In other words, if we know from the fact that they give

an ear advantage that there is good decussation for a particular dichotic pair

of sounds in one experiment, we can remove some of the other dichotic pairs

from the experiment without changing the functional decussation for that par-

ticular pair. In contrast, the number of different dichotic pairs used in an

experiment will generally alter the complexity of the task and so perhaps alter

the relative contribution of either hemisphere. If, then, we can show that

greater ear advantages can be obtained for some sounds when the number of

different stimuli used in the experiment is changed, we might assume we are

measuring a change in interhemispheric ability rather than a change in the

functional decussation of the auditory pathway.

If, then, the steady-state sounds used in this and other experiments have

failed to show any ear difference solely because of inadequate functional
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auditory decussation, we should not expect such sounds to show an advantage

when only the complexity of the perceptual discrimination is changed. The

next experiment attempta to demonstrate that the ear advantage is influenced

by the complexity of the perceptual discrimination by changing the range of

vocal tract sizes that a set of vowels can come from.

Experiment 2: Vowels from Different Sized Vocal Tracts

There is a rough correlation between voice pitch and formant frequencies,

since women and children have higher voices and smaller vocal tracts than men.

This correlation is utilized in estimating vocal tract size (Fujisaki and

Kawashima, 1969). A recent experiment by Haggard (pers. comm.) shows that,

when vowel perception depends on the fundamental frequency cf the vowel,

there is a right ear advantage under free recall conditions. Steady-state

sounds show a right ear advantage when there is a difference in pitch

between the two ears. Unfortunately for the present argument, this difference

in pitch is a reasonable candidate for a factor which changes the conditions

necessary to reveal the ear difference effect, as well as one which alters

the perceptual complexity of the teak. Can we show a right ear advantage

for steady-state vowels which have the same pitch on either ear? The most

direct way to answer this question is to use sets of vowels from two different

sized vocal tracts.

Method

The five vowels /i,c,x,a,A/ in the context lan-t/ were synthesized on

the Haskins parallel formant synthesizer using only the first two foments.

Two sets of these five words were made, the formant frequencies for one set

being 25 percent higher than those for the other set. The formant values are

given in Table 3.

Two different experimental tapes were then constructed. On one tape, each

sound was paired with every other sound except itself and its phonemic

homologue from the other vocal tract. On the other tape, only the sounds from

the smaller vocal tract were used, and each sound was paired with every other

sound except itself. The first tape had 160 trials and the second 40. The

order of those trials on the second tape was exactly the same as the order

of those trials on the first tape, in which both sounds came from the smaller

vocal tract.
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Table 3

Formant frequencies for vowels in experiment 2.

Vowel

Large vocal tract Small vocal tract

Fl F2 Fl F2

/i/ 386 2078 489 2540

/// 537 1845 666 2307

/0 666 1695 844 2156

/a/ 718 1075 894 1312

/A/ 640 1232 794 1541

The first tape was taken twice by one group of eighteen subjects, and the

second tape was taken twice by a second group of eighteen subjects. All

subjects were right-handed, native speakers of American English, who to

the best of their knowledge had no nearing defects. The instructions and

training they received were similar to those used in the fricatives experi-

ment. The words used to identify the sounds were a nit, a net, a gnat, a knot,

a nut, and both groups of subjects used the five letters i, e, a, o, u as their

responses. Those who took the first tape had training in identifying the

sounds from both vocal tracts, whereas the second group of subjects were

only introduced to the sounds from the smaller vocal tract. The usual counter-

balancing procedures were observed.

Results

Five stimulus conditions are distinguished in the results. Four come

from the first group of subjects and correspond to whether the dichotic pair

had sounds from 1) the larger vocal tract only; 2) the smaller vocal tract

only; 3) the larger on the left ear and the smaller on the right; 4) the smaller

on the left and the larger on the right. The fifth condition corresponds to

the second group of subjects who had the smaller vocal tract on both ears

all the time. The overall percents correct and the D scores are given in

Tables 4 and %respectively.
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Table 4

Overall percents correct in experiment 2 by dichotic pair composition.

Vocal. Tract Size on

Left Ear

Overall Percent Correct on

p(Lx.R)Left Ear Right Ear Right Ear Right - Left

Large Large (1) 46.7 50.9 4.2 <..01

Small Small (2) 45.8 50.4 4.5 <.01

Large Small (3) 45.7 56.2 10.6
<.002

Small Large (4) 54.0 51.2 - 2.8

Total 48.1 52.2 4.1 <-.001

Small Small (5) 54.0 53.4 - 0.6 .1

Table 5

D scores for experiment 2 by dichotic pair composition.

Vocal Tract Size on

Left Ear Right Ear

(1)

(2)

(3)

(4)

(5)

D
1

D
2

p(D
1

.. 0)

Large

Small

Large

Small

Large

Small

Small

Large

.083

.103

.226

-.062

-.060

.078

.067

.206

-.089

-.013

<.06

<.05

.1

<.002

<.002

Small Small

The overall superiority for the right ear for the first group of subjects

(summing over the first four stimulus conditions) is significant, both on percents

correct (p <.001) and on D1 scores (p<.01). For the second group of subjects

there is no significant right-ear advantage on either score (p.1).
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A Friedman analysis of variance over the first four stimulus conditions

is significant for differences in percents correct (p4C.01) and D1 scores

(p.(.02). The variation in overall level of performance, however, is barely

significant (p <.1). Individual Wilcoxon T-tests show that ear differences

are significant for the first and second stimulus conditions separately on

overall percents correct (p <.01) and on D1 (p <.05 and 4:.06,respectively).

For conditions 3 and 4 combined, when the two ears had different vocal

tracts, the right ear did significantly better than the left (p <.002) but there

was also a significant tendency for vowels from the smaller vocal tract to

be recalled better than those from the larger (p <.05). This difference is

not present when the two ears receive vowels from the same vocal tract,

as in conditions 1 and 2. It is not, then, due to markedly poorer intelligi-

bility for the smaller vocal tract.

There is a significantly greater right ear advantage for the vowels in

condition 2 than in condition 5, both for percents correct (p <.05) and for

D
1
scores (p <.02) on Mann-Whitney U-tests. But there is no difference between

the averages of conditions 1 and 2 versus conditions 3 and 4 (p.1). In

other words, the right ear advantage for vowels in this experiment depends on

the nature of the discrimination within the framework of the whole experiment

rather than within the individual trial.

A reliable right ear advantage for steady-state vowels, therefore, can

be obtained when there is uncertainty within the experiment as to what size

vocal tract has produced them. But this right ear advantage is not influenced

by whether, on a particular trial, the two alternative sizes of vocal tract

are, in fact, present.

Discussion

Vowels can give a right ear advantage. Whether or not the advantage appears

in this experiment depends on the complexity of the perceptual discrimination

rather than on the particular sounds used on any one trial. On the assumption

that the sounds used for the second group of subjects were, in principle, capable

of showing a right ear advantage, we can conclude that the hemispheres do differ

in their ability to classify vowels from different sized vocal tracts. This

assumption seems reasonable since identical sounds did give a right ear advantage

when played to the first group of subjects as part of a larger experiment.

The assumption that was necessary to interpret the results of the fricatives

experiment in terms of differences between the two hemispheres has received
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some justification since the vowels used here are cued mainly by a steady

state. More direct confirmation of this could perhaps be obtained by using

steady-state friction from different sized vocal tracts.

Can we draw any conclusions about the stage or stages in perception at

which ear or hemisphere differences become apparent? The ear difference

effect is not solely a function either of the stimulus or of the response

but rather of the processes which must mediate between the two. The frica-

tives experiment showed that it did not depend on the response category alone

since whether or not it appeared either for the entire phonetic response or

for one of the constituent dimensions of voicing and place of articulation

depended on the presence of particular acoustic cues. The vowel experiment

described here shows that the effect does noc depend solely on either the

stimuli presented on a particular trial or on the response category since the

same stimuli do or do not show a right ear advantage depending on the complexity

of the relationship between the stimuli and the responses.

A similar conclusion has been reached by Studdert-Kennedy and Shankweiler

(1970) on the basis of a feature analysis of a dichotic experiment with stop

consonants. They, with Halwes (1969), find that a large proportion of errors

arise from inappropriate combination of correctly extracted features. They

suggest that this arises because acoustic features can be extracted correctly

in either hemisphere but that they can only be related to phonemic features

and assembled into a phonemic response in the left hemisphere.

More direct evidence that particular acoustic features themselves are not

entirely responsible for the ear difference effect comes from an experiment

by Haggard (1970). Haggard shove that, when the voicing dimension is cued only

by a change in pitch (Haggard et al., 1970) in a dichotic listening paradigm,

the recall of this feature shows a right ear advantage. Since Darwin (1969)

has shown that simple pitch sweeps give a left ear advantage when carried on

a woad but do not cue a phonemic distinction, it seems likely that the pitch

sweeps which cued voicing in Haggard's experiment would show a left ear

advantage in a suitable nonspeech context. Here, then, it is not the extraction

of the acoustic cue which is important but its phonetic relevance.

The existence of some stage which mediates between an acoustic represen-

tation of the input stimulus and the phonetic output has been suggested by Hiki

et al. (1968) on the basis of experiments on a short-term contrast effect in

vowel perception (Fry et al., 1962). They suggest that there is some transform

which maps acoustic space into a multidimensional phonetic space from which

decisions are made about the appropriate phonetil category. The nature of this

transform is determined both by the short-term effects that they investigated
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and by the longer-term normalization effects demonstrated by Ladefoged and

Broadbent (1957),

The arguments put forward here have concentrated on identifying the

earliest stage at which differences between the ears become apparent. This

is not necessarily the only stage nor that at which the grestest differences

may be obtained. Work on temporal lobectomized patients has shown large

differences between the two temporal lobes for verbal memory in excess of

the short-term memory span (Milner, 1958), but there has been considerably

less evidence that verbal perceptual deficits depend on which hemisphere is

damaged. Luria (1966) presents some evidence that patients with damage to

the left temporal lobe are impaired in their ability to repeat simple nonsense

syllables. But this is the only evidence of .ts kind. The work on commis-

surectomised patients has given no evidence that there are any perceptual

differences between the two hemispheres (Milner et al., 1968), although, of

course, recall is largely restricted to one hemisphere only. Perceptual

differences may, in fact, exist at the level of phonemic analysis, and these

differences may not yet have been revealed because few tests have put strain

specifically on the phonetic aspects of speech perception.

That no effects, other than those reported by Luria, have yet appeared

does suggest that the lataralization of speech perception is considerably less

than that of speech production and verbal memory. This does not necessarily

mean that these latter processes are influencing the results of the experiments

reported here. It may well be that the dichotic listening technique is par-

ticularly sensitive to processes which occur early in the sequence of perception

and memory, if only because stimuli are more likely to be differentiated accord-

ing to ear of arrival immediately after input than at some later time. We must,

however, acknowledge the possibility that memory processes may show differential

ear effects, although there is as yet little evidence that they do.
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Appendix: D Scores

In a free recall dichotic listening experiment, the simple percents cor-

rect score is inadequate for two reasons. First, it takes no account of the

relative number of tines one ear is reported first and the other second, so

that errors arising from serial order effects are confounded with those from

other sources. Second, differences in percents correct are not strictly com-

parable between subjects because of varying overall levels of performance; a

given difference in detectability gives rise to a wide range of differences in

percents correct at different performance levels. The two D scores described

here give estimates of the differences in recall between the two ears on the

first and second reported channels,respectively. These estimates take into

account both the relative number of times each ear is reported first and the

absolute probability of being correct on each of these channels.

First and second channels here refer simply to the order of report rather

than to any property of the input. The following letter combinations denote

the number of trials on which each subject made the corresponding pattern of

correct responses.

LR p left ear correct on first channel, right ear correct on second channel.

RL right

LZ left

RZ 0 right

ZL 0 neither

ZR neither

ZZ neither

Then let:

10

II

'I

11

left

neither

neither

left

right

neither

p(Ll) (LR + LZ) / (LR + LZ ZR)

P(Ri) (RL RZ) / (RL + RZ + ZL)

p(L2) (RL + ZL) / (RL + RZ + ZL)

p(R2) (LR + ZR) / (LR + LZ + ZR)

Denoting a normal transformation with a prima we now define

11

II

11

11

Di pi(R1) - pi(Li)

D2 pi(R2) - pi(L2)

This scoring method ignores trials on which neither ear was correct (ZZ) and

assumes that making a normal transformation is an adequate compensation for

variations in overall performance level (Green and Birdsall, 1964).
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Selective Listening for Temporally Staggered Dichotic CV Syllables*

Emily Kirstein+
Haskins Laboratories, New Haven

It is by now well known that when stop-vowel syllables differing only in the

initial consonant are delivered simultaneously to opposite ears, recall is

more accurate from the right ear than from the left. More recent work on

dichotic listening (Lowe et al., 1970; Studdert-Kennedy et al., 1970) has

revealed that the maximum suppression of the left ear occurs not when the two

syllables are simultaneous but when the syllable delivered to the right ear

arrives about 50 cosec. after the syllable delivered to the left ear. More

generally, an advantage in recall accrues to the lagging consonant regardless

of which ear receives that consonant. This lag effect combines with the ear

asymmetry to,produce the greatest right ear advantage for trials on which

the right ear lags in onset behind the left.

The lag effect is as yet poorly understood. We do know that the effect

depends on dichotic presentation and that it is, therefore, central in origin

and not due to peripheral masking. Moreover, there are indications that,

even with dichotic presentation, some types of stimuli do not give a lag

advantage. When isolated steady-state vowels are presented dichotically, the

leading vowel tends to be heard as clearer than the lagging vowel (Porter et

al., 1969). We may speculate that the lag effect is specific to the recall

of encoded phones like the stop consonants and that it depends on some funda-

mental property of the speech decoding mechanisms.

The present study was undertaken primarily to determine whether the lag

effect arises during phoneme recognition or whether it arises in the organiza-

tion of recall after the sounds have been identified. If the lag effect

reflects merely a preference for the lagging consonant or a recall strategy

in which the syllable arriving second is generally the first to be recalled,

then the lagging and leading consonants should be recalled equally well if

*Paper presented to the 79th Meeting of the Acoustical Society of America,
Atlantic City, N.J., 21-24 April 1970.

+Also, University of Connecticut, Storrs.
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the subject were required to listen for and recall only one of the competing

consonants. In previous experiments on the lag effect, the subjects had

been instructed to report both consonants on each trial. In the present

experiment, the listeners were instructed to report only one of the two

stimuli. Each subject performed two selective listening tasks. In one task,

called the "ear monitoring" task, the subjects were instructed to report one

ear and ignore the stimulus at the other ear. Equal periods of time were

spent reporting only the right and only the left ear. In the second task,

called the "temporal order" task, the subjects were to attend to the order of

arrival of consonants within a dichotic pair. On half the trials they were

to report only the lagging consonant from the pair and on half the trials

only the leading consonant. If the lag effect is truly a robust perceptual

phenomenon, the listeners should be more accurate in their report of lagging

consonants than of leading consonants, whether they are selecting by ear of

arrival or by order of arrival.

The stimuli for the experiment were nine synthetic syllables, /ba/, /da/,

/ga/, /be/, /de/, /ge/, /b0/, /d3/,460/, each 350 msec. in duration. Pairs

of these syllables were recorded on a two-channel tape in such a way that

only the consonant differed between channels, resulting in combinations such

as /ba/-/ga/ or /de/-/ge/. One of the syllables of a pair was always delayed

in onset relative to the other by 10, 30, 50, 70, or 90 msec. There were 6

seconds between pairs. Timing of the recording was under computer control.

The frequency of occurrence of individual syllables was completely balanced

over ears, tape channels, delays, and recall conditions. The complete counter-

balancing required a total of 720 trials for each subject for each task. Test-

ing was conducted in four one-hour sessions, two sessions for each task.

Each testing session was split into four blocks of ninety trials. Select-

ive recall instructions were given at the beginning of each block of trials.

For the ear monitoring task, the subjects were instructed as to which ear to

report at the beginning of each set of ninety. For the temporal order test,

they were told whether to report the lagging or the leading consonant for

each block of trials. The subjects were required to give one response on each

trial, even if they had to guess and to respond with 8, D, or G.

Twelve right-handed students took the two tests. Half of them did the

ear monitoring task first and half the temporal order task.

Very similar results were observed for the ear monitoring and temporal

order tasks, so the two tasks will be considered together.
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Figure 1 shows the percentage of trials on which the subjects correctly re-

called the consonant designated by the selective listening instructions,

depending on whether the correct consonant was lagging or leading, whether

it was arriving at the left or right ear, and the amount of time between

syllable onsets. (The abscissa gives the relative onset time of the correct

syllable from 90 msec. lag to 90 msec. lead. The solid line represents trials

on which the selected syllable was arriving at the right ear, and the dashed

line represents trials on which the selected syllable was arriving at the left

ear. Each point is based on 36 trials for each of the twelve subjects, 432

trials in all).

For both the ear monitoring and temporal order task, three factors were

found to influence recall. The instructions had some effect, and as might be

expected, the subjects were more accurate in monitoring either by ear or by

temporal order with longer intervals between the onsets of the competing

syllables. The most obvious effect is the right ear advantage. Regardless

of whether the subjects were recalling by ear or by temporal c kt-, they were

more often correct when the selected syllable was arriving at the tight ear

than at the left. Finally, there was a large advantage in roc ;'' for the lag-

ging syllable compared with the leading syllable within a pail his lag

advantage is indicated by the generally negative slopes of the urvas.

The errors made by subjects could almost always be Intel -J as

failures to judge correctly the order of arrival or ear of al rather

than as incorrect identifications of the consonants. Trials h subjects

selected the stimulus which they should have ignored are ten rusions."

The difference in frequency between correct responses /Ind int' , provides

a measure of the accuracy of selective recall. Figure 2 gives the accuracy

of selection as a function of the length of the delay between syllables.

Discrimination of order of arrival was consistently poorer than discrimination

of ear of arrival. Although monitoring on either bailie improved with longer

delays, considerable difficulty was experienced with delays as long as 90 msec.

In view of the fact that the listeners were more accurate in selecting

their responses by ear than by temporal order, one might expect that the

influence in recall attributable to the lag effect and laterality effect

would be diminished for the ear monitoring task. A comparison of the lag

effect and laterality effect for the two tasks is shown in Figure 3, which

gives the change in magnitude of each of these effects as a function of the

delay between syllable onsets for the two tasks. The graphs were constructed
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as follows: each response was classified as to whether it corresponded to

a stimulus presented at the right ear, the left ear, or neither and also

whether it corresponded to a lagging stimulus, a leading stimulus, or neither.

The percentages of all responses falling into each of these categories was

computed. The laterality effect chart gives the percentage by which right

ear report exceeded left ear report. The lag effect chart gives the percent-

age by which recall of lagging syllables exceeded recall of leading syllables.

For both the ear monitoring and temporal order tasks, the preference of

the right ear was strongest when the two syllables were most nearly simultane-

ous, that is, with delays of 10 msec. Longer delays between ears reduced the

ear effect. The magnitude of the ear advantage did not differ reliably

between the two tasks. This decrease in the magnitude of the ear advantage

with increases in interaural delay is further evidence that the laterality

effect depends cn competition between ears. Although the effect does not

depend critically on simultaneity of onsets of the competing syllables, it is

clear that longer delays reduce the advantage for the right ear over the left.

Turning to the lag effect, it can be seen that the magnitude of the

advantage for the lagging ear did not differ between the two tasks. For both

the ear monitoring task and the temporal order task, the maximum advantage

for the lagging ear was achieved when syllables were separated in onset time

by 50 msec. The peaking of the lag effect at 50 msec. is seen more clearly

here than in previous experiments. It is possible that the location of the

peak depends on the stimuli used. The synthetic syllables used in this experi-

ment had second formant transition lasting from 35 to 50 msec. The oeak at

50 msec. may reflect a critical time for processing these transitions.

The results of this experiment suggest that the lag effect and the later-

ality effect exert an advantage in recall independent of each other and that

the magnitude of both these effects is independent of the recall strategy.

It seems likely that the lag effect and ear effect do not account for the

confusions in selection by ear or temporal order; such selection errors prob-

ably occur often in any case because of the fact that the acoustic features

which differentiate the competing consonants last no more than 50 msec.

Ra,her, consonants which are lagging or which arrive at the right ear appear

to gain in saliency for the listener, while those arriving first or Lrriving

at the left ear appear to lose by the same amount without altering the overall

level of performance on the selection task.
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In conclusion, the lag advantage and right ear advantage in recall of

dichotically presented CV syllables are extremely robust phenomena which can-

not be eliminated by manipulation of recall strategy. These asymmetries in

recall attributable to ear or order of arrival most likely arise during the

identification of consonants and not during the organization of responses for

recall. Further research should be undertaken to elucidate the mechanisms

underlying these effects.
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Temporal Ordez Judgments in Speech: Are Individuals Language-Bound or Stimulus-
Bound?*

Ruth S. Day+
Haskins Laboratories, New Haven

Abstract. Speech stimuli, such as BANKET and LANKET, were presented dichotically,
with relative onset time varying over trials from 0 to ±100 msec. When asked
to report which phoneme led, subjects fell into two groups: those who performed
well, and those who were misled by the temporal constraints on English. A
tentative model of temporal order judgment is presented that suggests that there
are two modes of listening: a linguistic mode and a nonlinguistic mode.

Introduction

Previous studies of dichotic listening have emphasized the rivalry

between the two ears. For example, when the digit TWO is presented to one ear

over earphones, while at the same time the digit THREE is presented to the

other ear, subjects typically report hearing TWO, or THREE, or both TWO and

THREE. Fusion does not occur: no one reports heaving THRU or TEE. However,

a study in the present series (Day, 1968) has shown that fusions can occur

wh'en the proper psycholinguistic variables are taken into account. For example,

given BACK to one ear and LACK to the other, subjects typically report hearing

the fusion, BLACK.

Method

The present experiment was designed to study the role of time cues in

facilitating or retarding the fusion effect. Figure 1 shows a dual-beam

oscilloscope photograph of a sample itsm. The top channel represents BANKET

and tha bottom channel represents LANKET. Both are real-speech samples that

have been eCted using the pulse code modulation system at the Haskins Labora-

tories (Cooper and Mattingly, 1961). his system permits the experimenter to

do four things: 1) he can determine where an item begins and discard all that

*Paper presented at the Ninth Annual Meeting of the Psychonomic Society, St.
Louis, November 1969.

+Also, Yale University, New Haven.
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precedes that point; 2) he can determine where an item ends and discard all that

follows; 3) he can equalize the over-all intensities of the two items so that

they are equally loud; 4) finally, he can line up the onsets of the two

utterances with accuracy on the order of 500 microseconds. Note that in this

particular example of BANKET/LANKET both utterances begin at the same point

in time. We will refer to this situation as the simultaneous onset case, or the

0-lead time case.

Figure 2 shows the general paradigm of the experiment. On one set of trials,

BANKET began first by 25, 50, 75, or 100 msec. On another set of trials,

LANKET began first by the same intervals. And on the fival set, both utterances

began at the same point in time. There were ten items, as shown in Figure 3.

All involved initial stop and liquid consonants. Each stop consonant (/p,t,k,

b,d,g/) was paired with the liquids /r,1/.1 Thus, for the /pr/ cluster, the

inputs PAHDUCT/RAHDUCT can be fused to yield PRODUCT; for the /pl/ cluster,

PANET/LANET yields PLANET; for the /tr/ cluster, TEETMENT/REETMENT yields

TREATMENT; and so on. All possible fusion responses were acceptable English

words, although other experiments (e.g., Day, 1968, Exp. II) have shown that

subjects will report fusions that are nonwords, e.g., GORIGIN/LORIGIN yields

GLORIGIN. In addition, all inputs were nonwords. (While "wordness" does

correlate with meaningfulness, the notion should not be taken too seriously:

Although BANKET is not an acceptable word, it does answer the question, "What

shall I do with the money?" and hence, it is in some sense meaningful.)

Results

The Effect of Relative Onset Time on Fusion Probability. We want to determine

what the probability of fusion response is for each of the lead-time conditions.

Will fusions occur more readily when the stop consonant (e.g., /b/) leads than

when the liquid (e.g., /II) leads? If so, we would expect that fusion response

probability will be higher on the left side of the display in Figure 2 than on

the right side. As shown in Figure 4, the obtained function was more or less

a straight line. Perhaps fusion was somewhat more probable when the stop led

by 75 msec, but in any event, it looks as if time cues per se were not affecting

fusion levels. People were about as likely to hear BLANKET when LAM= led.

1/t1-/ and /dl -/ were excluded since these clusters do not occur in initial
position in English.
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Fusion Rates over Subjects. A surprising set of findings emerged from the

data based on the performance of individual subjects. Each subject was given

a score that reflected how often he fused. This was simply the proportion of

times he fused over all trials (180). Contrary to scores on most psychological

tasks, fusion rates were not normally distributed (Figure 5). Instead, subjects

fell into two groups: those who fused most of the time ("high fusers") and

those who fused relatively infrequently ("low fusers"). This experiment with

sixteen right-handed subjects has been repeated with sixteen left-handers, and

the fusion results are comparable. So the addition of more subjects makes the

bimodal distribution even more striking.

Temporal Order Judgments (TOJ). Up to this point, we have been discussing the

fusion task. In this task, subjects were asked to report out loud whatever

they heard: one word, two words, real words, or nonsense words. There was a

second task: temporal order judgment (TOJ). Here, subjects were asked to

write down the first sound they heard on every trial. For example, if the

first sound they heard was /b/, as in BOY, they la-rote down the letter B.

In this task we wanted to determine how well subjects could determine which

phoneme led as a function of the lead conditions. Consider an individual sub-

ject as shown in the top display of Figure 6. When the stop (e.g., /b/) led

by 100 msec, he performed perfectly: he always said that the stop led. As

the stops lead decreased down to 25 msec, he always said that the stop led.

Now consider trials where the liquid (e.g., /1/) led. When the liquid led by

25 msec, the subject performed miserably, that is, he always said that the stop

led. As the liquid's lead increased, this subject's performance did not im-

prove at all. He simply reported hearing the stop first, independent of the

stimulus conditions. There were twenty observations per point, so the data

for each subject are fairly stable. I should also point out that the point

representing the 0-lead case is a special case: since neither item led, there

is no "correct" temporal order judgment. The open circle at 0-lead indicates

the percent of stop consonant responses so that we can assess the overall level

of the subject's bias.

Now let's look at another subject as shown in the lower part of Figure

6. He looks very much like the first subject. Note that neither subject

improved with increased lead time on either side of the continuum. There 'Jere

about four more subjects who performed like those of Figure 6. There were other

subjects who showed the same over-all effects, but did show a slight increase

in performance at the longer leads; nevertheless, their performance on liquid

leads never rose above chance. 77
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There were some radically different subjects. Consider those shown in

Figure 7. When the stop led, they correctly identified it as leading. When

the liquid led, they also correctly identified it as leading. Note that both

subjects were sensitive to increased 1.J.ad times on both aides of the continu-

um.

Figure 8 shows a schematic diagram of the two types of TOJ performance.

The top display shows overall performance that is poor. Subjects here per-

ceive the stop as leading, independent of the stimulus conditions. Further,

they show no improvement with increased time leads. These subjects are wholly

bound by the facts of the language: in English, (stop + liquid) can occur in

initial position, but (liquid + stop) cannot. These facts bias subjects

against hearing the phonemes in their given order. We will call them "lan-

guage-bound" subjects (for lack of a better term). In the bottom display of

Figure 8, overall performance is good. Subjects here can tell which stimulus

led, and they are sensitive to increased time leads. Since their responses

do reflect the stimulus condition, we will call them "stimulus- bound."

Relation of the Fusion and TOJ Tasks. A brief review is in order. On the

fusion task, we found two groups of subjects: high fusers and low fusers. On

the TOJ task with the same subjects, we found two group of subjects: those

who performed poorly (language-bound) and those who performed well (stimulus-

bound). Question: Is there any way to predict how a subject will do on the

TOJ task given that we know he is a high fuser oc low fuser? Thus we want to

correlate performance on the two tasks for the soma subjects. Figure 9 shows

the scatter diagram for this relationship. Along the ordinate is each sub-

ject's TOJ accuracy.
2

Not only is there a negative correlation, but subjects

tend to cluster into two groups: those who are high fusers and poor temporal

order judges and those who are low fusers and good temporal order judges.

Discussion

Ordinarily, when we talk about "individual differences," we are trying

to account for noisy data. Here, however, the individual difference data

suggest that there may be two different types of language perceivers. We have

2
The score used here was percent correct on liquid-leading items. Several
other scores have been used, and all give essentially the same results.
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noticed other differences about the two groups. At the end of the experi-

ment, language-bound subjects are often surprised to learn about the nature

of the stimuli and still hear fused clusters even when they are told that

there are none on the tape. On the other hand, stimulus-bound subjects can

usually tell the experimenter exactly what is on the ,_:fie. There are further

questions to ask: Will these two groups retain their identities on other

speech perception tasks? What about auditory short-term memory tests? We

are currently identifying subjects in each category and giving them a battery

of relevant tests.

A preliminary and tentative model to describe how subjects make temporal

judgments in the present experiment is given in Figure 10. The model is

to be used only as a point of departure: I do not know how many boxes there

should be, nor how they should be arranged, nor which way all the arrows

should go. However, the model does serve as a way to begin thinking about

the processes involved. Consider first the analysis stage. At some point,

subjects do analyze the stimuli into phonemes. They know that they are deciding

between /b/ and /1/, or between /p/ and /r/. At a later stage, synthesis

work must be done. That is, the phonemes must be arranged into some order.

Before a subject can give a response, the results must be related to past

experience with the language, perhaps by way of a linguistic filter or similar

device. The filter operates on the basis of the sequential dependencies of

phonemes in the language.3 For example, if LBANKET emerges from the synthesis

stage, it has difficulty in passing through the linguistic filter and is

therefore returned to synthesis for new ordering. If the output is BLANKET,

it can pass through the filter, and hence the subject reports hearing /b/

first. The filtering system may have different bias levels across subjects,

which would account for the obtained individuil differences.

The discussion of temporal order judgment thus far has involved proc-

essing of a linguistic nature. However, before the analysis work is done,

Lertain acoustic decisions can be made. For example, there may be a simple

detection, a decision that a signal is on, and further, a decision concerning

which ear received the signal. A subsequent experiment has been performed

3
Perhaps the linguistic filter does not come after synthesis is completed;
instead, the synthesis stage itself may have preset probabilities for
various sequential dependencies. But this distinction is not crucial for
the present discussion.
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(Day and Cutting, 1970) in which subjects indicated which ear led. Perform-

ance on the ear task was much better: subjects were highly accurate, even

though they were language-bound on the phoneme task.

At present, we cannot be aure that acoustic decisions of this sort are

made primarily at an early stage. Nor can we assert that they necessarily

require less information processing. The claim at this point is simply that

they do not require linguistic processing. When subjects judge temporal

order at this nonlinguistic level, they perform well. It is only when they

must do some linguistic processing, that is, analysis into phonemes, that

they get into trouble. Thus, the model suggests that there are two types of

processing that speech signals can undergo: linguistic processing and non-

linguistic processing. Further, given that a subject's performance does not

reflect the stimulus events when asked to identify the leading phoneme, the

model suggests where the information is lost: namely during linguistic processing.

Two complementary research strategies have emerged from thi: work. The

first, as described above, involves presenting speech stimuli and asking

for temporal order judgments that require linguistic vs. nonlinguistic proc-

essing. The second involves presenting speech stimuli and analogous nonspeech

stimuli, such as complex tones, and asking for temporal order judgments in

the two situations. The results thus far are promising: the data support the

notion that there are two general modes of auditory perception, a linguistic

mode and a nonlinguistic mode.

Another approach involves investigation of critical cases within the

linguistic system. Reversible clusters are of particular interest here

(Day, 1970). Given the dichotic item TASS/TACK, subjects can easily determine

which phoneme came last since both orders are permissible: TASK and TACKS.

Conclusion

In conclusion, we have seen that: 1) the effect of time cues on fusion

and temporal order judgment is surprisingly negligible, and 2) individuals

perform in two very different ways, some appear to be language-bound, while

others accurately reflect the stimulus conditions. These results suggest

that there may be two types of language perceivers in the population at

large. A preliminary and tentative model of temporal order judgment was

presented. It suggests that there are two modes of listening: a linguistic

mode and a nonlinguistic mode.
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The dichotic fusion technique is also useful in studying the role of

the two cerebral hemispheres in the perception of speech. Therefore, we have

extended these studies to other populations: left-handers, temporal lobe

patients, and split-brain patients. But those accounts can wait for

another occasion.
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Opposed Effects of a Delayed Channel on Perception of Dichotically and
Monotically Presented CV Syllables*

M. Studdert-Kennedy,+ D. Shankweiler,++ and S. Schulman
Haskins Laboratories, New Haven

We wish to report a new phenomenon in binaural speech listening that we have

termed the "lig effect." The effect is seen in the greater accuracy with

which subjects identify the lagging member of a pair of temporally overlapped

syllables presented to opposite ears. Earlier experiments hai shown that if

CV or CVC syllables, differing only in their initial or final consonants,

were presented in dichotic competition, those presented to the right ear were

correctly reported significantly more often than those presented to the left

(Shankweiler and Studdert-Kennedy, 1967; Studdert-Kennedy and Shankweiler,

1970). As part of a general program of research into the conditions of this

right ear advantage for consonants, we undertook to titrate the effect in

temporal units: our plan was to estimate the number of milliseconds by

which the left ear syllable should lead the right ear syllable for the

right ear advantage to be abolished. In the event, we found that the right

ear advantage was more readily abolished by a left ear lag than by a left

ear lead. The effect has now been repeatedly confirmed both at our own

laboratory and elsewhere (Berlin et al., 1970; Lowe et al., 1970). Here

we wish simply to report some of its conditions as uncovered in the original

experiment.

The stimuli were formed from the syllables /ba, da, ga, pa, ta, ka/,

synthesized on the Haskins Laboratories Parallel Formant Synthesizer and

each 250 msec long. Syllables were recorded in pairs, one on each channel

of a balanced two-track tape recorder. By means of a computer-aided routine,

two 240-pair random order tapes were prepared: the onset of one member of

each pair was made to lead (or lag) the onset of the other by 0, 5, 10, 20,

25, 50, 70, or 120 msec. The two tapes provided a fully balanced 480-item

*This paper appeared in J. Acoust. Soc. Amer. 48, 599-602 (1970).

+Also, Queens College, City University of New York, Flushing.

++Also, University of Connecticut, Storrs.
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test in which each syllable occurred equally often on each channel, paired

with each syllable other than itself, for a total of thirty presentations

at each lead and lag value other than zero, at which it occurred sixty

times. These tapes were intended for dichotic presentation. A second pair

of tapes was prepared for monotic presentation by mixing two channels of

the dichotic tape electronically and recording the output on a single track.

The subjects were sixteen, right-handed, undergraduate women, all of

whom had scored 95% or better on both ears in monaural identification tests

of the synthetic syllables. As in previous dichotic studies (Shankweiler

and Studdert-Kennedy, 1967; Studdert-Kennedy and Shankweiler, 1970),

appropriate counterbalancing procedures distributed all effects due to

recorder channels, earphone characteristics, positions of earphones on the

head, or sequence of testing equally over the ears of the entire group of

subjects. Subjects were instructed to record two from the set of six conso-

nants on each trial, writing on an answer sheet and guessing if necessary.

As a baseline against which the dichotic data may be judged, we first

present the group monotia data: in Figure 1, mean percent correct is plotted

as a function of temporal lag (negative) and lead (positive) in milliseconds,

for right and left ears. Each point is based on 480 judgments (960 at 0 msec).

The two ears give essentially identical results: performance is at chance

level for syllables with onsets that lag by 25 msec or more but then rises

steadily to virtually perfect performance for syllables that lead by 50 msec

or more. The functions were similar for all subjects: every one of the six-

teen reached at least 95X correct for a lead of 50 msec.

The results seem open to a straightforward peripheral masking interpre-

tation. Although each syllable was approximately 250 msec long, the important

cues for the identification of its initial consonant occur in the first 50 msec,

during which the syllable is also rising to its maximum amplitude. As lead

time is increased from zero, more and more of the crucial portion of the syllable

is presented without interference from the lagging syllable until, at SO msec,

all needed consonantal information in the leading syllable is freely available,

and performance is almost perfect. On the other hand, as lag time is increased

from zero, more and more of the crucial portion of the lagging syllable occurs

during the period of maximum amplitude of the leading syllable until, at

-50 msec, the important cues in the lagging syllable are fully masked and per-

formance drops to chance. This account squares with the subjective impression

of the monotic pairs at the }Inger lead/lag values: one hears a single
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syllable with a superimposed click.

The dichotic results present a quite different picture. Figure 2 displays

the group dichotic results plotted on the same coordinates as Figure 1. On

this plot, the difference between levels for left and right ears is a measure

of the ear advantage (laterality effect), and the slopes of the functionslfrom

their minima measure the advantages accruing from changes in lead or lag time.

Where the two functions are parallel, laterality effect and temporal effects

are additive; significant deviations from the parallel indicate some interaction

between the two effects.

We note first a clear laterality effect: right ear performance is superior

to left at every lag/lead value other than -120 msec. Ten of the sixteen sub-

jects soow significant right ear advantages by matched pair t-tests over the

lag/lead range; four show no significant ear advantage; two show significant

left ear advantages. Subject by ear interaction is significant by analysis of

variance, ience the overall ear effect is not significant. Individual dif-

ferences of this order are common in dichotic experiments and may be related

to differences in cerebral language dominance. Figure 3 gives some idea of

the variability: examples of a clearly right-eared subject (above) and of a

subject showing no significant ear advantage (below).

Second, we note that increases in the amount of lag yield, for both ears,

increases rather than decreases in performance. Furthermore, the functions

are not symmetrical: they reach their minima at lead values of 20 or 2S msec,

rather than at zero; they reach their maxima at a lag value of -70 msec, where

performance is superior by some 20% to performance at the corresponding lead

value. In other words, the functions climb more rapidly over the lag than

over the lead range. Ar.d this is true of every subject, despite considerably

greater intersubject variability in the dichotic than in the monotic data.

The overall effect of temporal offset is highly significant by analysis of

variance, and there is no significant subject by temporal offset interaction.

The advantage of the lagging over the leading syllable may be more clearly

seen if we replot the data of Figure 2 so that each pair of points shows the

mean percent correct by ear for all trials of a given type. For example, the

pair of points at the extreme left to Figure 4 gives performance for tr!als

on which the left ear lagged by 120 cosec, and the corresponding pair at the

extreme right gives performance for trials on which the right ear lagged by

120 msec. (Figure 4 may be generated by rotating the right ear function of
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Percent correct by ear for two subjects on dichotically

presented CV syllable pairs as a function

of temporal lead in milliseconds.
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Figure 2 through 180 degrees in a plane vertical to the page.) We see imme-

diately that the ear to which the lagging syllable is presented almost invari-

ably has the advantage over the leading ear. The exception is over the short,

left ear lags (0-10 msec), where the right ear advantage under dichotic stim-

ulation is sufficient to cancel the left ear advantage from leg. In fact, for

these group data, 10 msec is the titration value that we originally sought,

that is, the temporal advantage to the left ear necessary to cancel the dichotic

advantage to the right. However, the value is not reliable across subjects.

Cancellation of the right ear advantage by an appropriate left ear lag

suggests that the laterality and lag effects are independent phenomena. The

same conclusion is suggested by the asymmetry of Figure 4: the wider separation

of the two curves over the right lag range than over the left is due to the

fact that the right ear, whether leading or lagging, has an overall higher

level of performance than the left. The generally parallel courses of the

two curves in Figure 2 makes the same point, and analysis of variance shows

no significant interaction between ear and temporal offset.

We may now pose the problam raised by the dichotic lag effect fairly pre-

cisely. From Figure 2 it is evident that there is little variation in perform-

ance between -5 and +50 msec; within this range, the functions for both ears

reach a broad minimum. For fifteen out of sixteen subjects this is the range

within which both ears reach their minima; the sixteenth 1- bject gives her

minima at +70 msec. Thus, for every subject, dichotic performance is at its

worst in the very range of lead values over which monotic performance is at,

or rising to, its peak. The paradox sharpens when we recall that the conditions

of presentation for the leading portion of the leading syllable are identical

under monotic and dichotic presentation. For example, under both conditions,

the initial SO msec of a syllable leading by that amount are presented without

interruption to a single ear. These 50 msec carry all the information needed

for identification of the initial consonant, and under monotic conditions,

virtually perfect identification is achieved by every subject, while performance

on the syllable that lags by SO msec drops to chance. Under dichotic conditions,

on the other hand, performance on thu leading syllable is, for every subject,

close to her function minimum and on the lagging syllable close to her function

maximum.

What gives rise to this reversal of the direction of the effect under di-

chotic conditions? The question is of interest for the light that its answer

may throw on the processes of speech perception. For while the monotic lead
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effect may be interpreted as an instance of peripheral, simultaneous masking,

the dichotic lag effect seems to be of central origin, possibly analogous to

metacontrast effects in vision. Werner (1935) showed that perception of a

disc flashed on a screen might be blocked if rapidly followed by presentation

of a ring having the same internal diameter as the disc. He attributed the

effect to interference by the ring with development of the disc's contour.

Later work (for example, Kolers and Rosner, 1960) showed that a similar effect

might be obtained dichoptically and hence, that it involved central mechanisms.

Interpretation of the dichotic lag effect along analogous lines would

assume processing of the important cues in the leading stimulus to be incomplete

at the time the lagging stimulus arrived along a different channel to compete

for, and frequently capture, the processors. Occlusion of the leading syllable

by a switch in channels just as the crucial information in that syllable is

being processed recalls the finding of Huggins (1964) that the rate of across-

ears switching most disruptive to speech perception is roughly equal to the

syllable rate. A similar disruption does not occur when the lagging syllable

is presented along the same channel in wake of the first, presumably because

it is masked at a peripheral point in the pathway.

The notion that the lag effect reflects interruption of speech processing

is further suggested by control data. Studies with nonspeech have not yet

been completed, but Porter, Shankweiler, and Liberman (1969) have reported

that, if the stimuli are steady-state synthetic vowels, the advantage tends

to the leading, rather than to the lagging, stimulus. Given that such stimuli

have been found, under other experimental conditions, to be perceived in the

manner more of nonspeech than of speech (Liberman et al., 1967; Shankweiler

and Studdert-Kennedy, 1967; Studdert-rennedy and Shankweiler, 1970;

Studdert-Kennedy et al., 1970), we may reasonably suspect that the lag

effect is tied to speech and, specifically, to those components of the speech

stream for which a relatively complex decoding operation is necessary.

However; an adequate account of the effect and of its implications for

speech perception calla for much further study. Several experiments ;Ire

already under wily at Haskins Laboratories. These include studies of individual

differences, nonspeech controls, attention switching, channel tracking, and

consonant feature errors.
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Discrimination in Speech and Nonspeech Modes*

Ignatius G. Mattingly,+ Alvin M. Liberman,++ Ann K. Syrdal+++ and Terry Halwes+
Haskins Laboratories, New Haven

Abstract. Discrimination of second-formant transitions was measured
under two conditions: when, as the only variation in two-formant
patterns, these transitions were responsible for the perceived distinctions
among the stop-vowel syllables (bat), Nati, and (gig]; and when, in isolation,
they were heard, not as speech, but as bird-like chirps. The discrimination
functions obtained with the synthetic syllables showed high peaks at phoneme
boundaries and deep troughs within phoneme classes; those of the nonspeech
chirps did not. Reversal of the stimulus patterns, producing vowel-stop
syllables in the speech context and mirror-image chirps in isolation, affected
the speech and nonspeech functions differently. An additional nonspeech
condition, presentation of the transitions plus the second-format steady state,
yielded data similar to those obtained with the transitions in isolation. These
results support the conclusion that there is a speech processor different from
that for other sounds.

For many years, the authors and their colleagues have been interested in the

differences in perception between speech and other sounds. That a difference

exists is suggested first by the nature of the relation between the perceived

phonetic message and the acoustic signal that conveys it: message and signal

are linked by a complex code for which there is no parallel in any class of

nonspeech sounds; we therefore infer that speech perception is accomplished by

a special decoder (Liberman et al., 1967). This complex speech code is not

unique but is, rather, similar in form to the grammatical codes at the higher

levels of language: syntax and phonology (Mattingly and Liberman, 1969).

These inferences are supported by experimental results that point more

directly to a special mode of perception for speech and suggest that this mode is

related to a still broader one that characterises perception of language in

general. Numerous experiments on dichotic listening indicate that the encoded

sounds of speech (like the higher levels of language) are normally processed

*This paper incorporates data, some of which have been reported earlier by
Mattingly et al. (1969), Syrdal et al. (1970) and Liberman (in press).

+Also, University of Connecticut, Storrs.

++Also, University of Connecticut, Storrs, and Yale University, New Haven.

+++Also, University of Minnesota, Minneapo/is.
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primarily in the left hemisphere of the brain, while nonspeech sounds and the

relatively unencoded aspects of speech (such as steady-state vowels) are either

processed in the right hemisphere or are not lateralized at all (Kimura, 1964,

1967; Kirstein and Shankweiler, 1969; Shankweiler and Studdert-Kennedy, 1967;

Studdert-Kennedy and Shankweiler, 1970).

Other experimental observations imply additional differences in perception

between speech and nonspeech. One such observation, which is particularly

relevant to the experiments to be reported here, is that the encoded acoustic

cues sound very different in and out of speech context. Though the difference

has not been precisely measured, its existence is clear enough. When transitions

of the second formant, which are sufficient cues for the place distinctions

among stop consonants, are presented in isolation, we hear them as we should

expect to--that is, as pitch glides or as differently pitched "chirps." But

when they are embedded in synthetic syllables, we hear unique linguistic events,

(bee), Wit), (ga), which cannot be analyzed in auditory terms. Thus, speech

perception cannot be straightforwardly mapped onto the physical dimensions of

the speech signal.

There is a more specific sense in which speech perception does not cor-

respond to acoustic reality. If asked to discriminate physically continuous

variations in a speech cue, a listener does not hear a continuum of sounds but,

rather, quantal jumps from one sound to another. His discrimination function

displays high peaks at phonetic boundaries. These high peaks (and the adjacent

troughs) reflect a kind of perception in which the listener hears phonetic units

but not intraphonetic variations. In the extreme case, he discriminates no more

stimuli than he can absolutely identify. Perception of this sort has been

called "categorical" (Liberman et al., 1957; Studdert-Kennedy et al., 1970);

it is unusual, if not unique, since, in the perception of nonspeech sounds,

many more stimuli can be discriminated than can be identified. Of course,

categoricalness is a property of language generallys active/passive and

singular /plural, for example, do not admit of degree.

In this paper we shall make use of categorical perception to study the

difference between speech and nonspeech. To capture the difference as directly

as possible, we will compare listeners' discrimination of the same acoustic

variable, once in speech context, where it serves as a cue for a phonetic

distinction, and once in nonspeech, where it does not.

Several such comparisons have already been made. In one of these studies

(Liberman et al., 1961b), the acoustic variable was the "cutback" or delay of

onset of the first formant, which in initial position is a major cue to the
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voiced/voiceless distinction. The speech-like stimuli were made on the Haskins

Pattern Playback from a series of spectrographic patterns with increasing delay

in the onset of the first formant (F1) relative to the onsets of the second and

third formants (F2 and F3). Stimuli for which the delay was sufficiently long

were heard as jtol, other stimuli as [do]. The nonspeech control stimuli were

synthesized from inverted versions of these same spectrographic patterns. Thus,

the same inf nation was presented in both speech-like and control stimuli, but

the control stimuli did not sound like speech. The inversion, however, affected

the acoustic variable itself; as the authors point out,

in the control stimuli the formant whose time of onset varied was at a
higher frequency than the other two formants, while in the speech
stimuli it lay at a lower frequency than the other formants.

Subjects were asked to identify the speech stimuli as [to] or [do] and, in the

case of both speech and control stimuli, to discriminate between neighbors along

the acoustic series. For a typical subject, the speech discrimination function

showed a peak at a delay of 20-30 cosec, corresponding to the phonetic boundary

predicted by the cross-over point of the two identification functions, while the

control discrimination function showed no such peak and, in fact, never rose very

far above the chance level.

In the other study (Liberman et al., 1961a), the acoustic variable was the

length of the silent interval associated with stop consonants; in intervocalic

position, this length is a cue to voicing. The speech-like stimuli were synthe-

sized from a series of spectrographic patterns representing a word containing a

medial stop, with a silent interval of increasing length: stimuli for which the

interval was sufficiently long were heard as rapid, other stimuli as rabid. Each

control stimulus consisted of two bursts of band-limited white noise, with the

same durations and energy envelopes as the two syllables of a speech stimulus

and separated by a silent interval. The silent intervals matched those of the

speech stimuli. As in the [to] /[do] study, subjects were asked to identify the

speech stimuli and to discriminate the speech from the control stimuli. The

speech discrimination functions showed no peaks and were, in general, lower than

the speech functions but subtantially higher than chance.

Both of these studies indicated that perception of the relative timing of

two acoustic events was different if the difference in timing cued a distinction

between two speech sounds. In the case of speech, there were peaks in the dis-

crimination functions et the phonetic boundaries; In the case of nonspeech, there

were not. Moreover, the results indicated that the peaks in 00 speech
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represented, by comparison with nonspeech, a sharpening of discrimination at

phonetic boundaries, not a reduction of discrimination within the phonetic

category. Although these results are suggestive, their interpretation is

complicated by the fact that the acoustic variable was the same for speech

and nonspeech only in a derived sense: the time intervals between two sounds

were identical, but the sounds themselves were different.
1

The purpose of the two experiments reported here was to provide a more

appropriate nonspeech context for comparison with speech. To that end, we

examined the perception of the second-formant transition. Unlike the timing

cues of the earlier studies, the second- formant transition is itself an actual

acoustic event. The problem of devising an appropriate nonspeech control

context thus becomes much more straightforward. In fact, it is possible to

use the simplest context of, all: isolation. As we have noted, second-formant

transitions distinguish [b], [d], and [g] in speech context but sound in iso-

lation like chirps.
2

EXPERIMENT I

The purpose of the first experiment was to compare the discrimination of

F2 transitions in stop-vowel syllables and in isolation.

1

2

An interesting and somewhat relevant experiment, in which the speech and
nonspeech context were determined not by the stimuli but by the experimenters'
instructions to the subjects, has been carried out by Cross and Lane (1964).
Presented with synthetic speech stimuli of marginal realism, one gro'n of
subjects was told that they were being tested in speech/sound dis ition,
while another group was told that the test had to do with discriir n of
tones. The discrimination functions obtained with the first gro ed

peaks at the phonetic boundaries; the discrimination functions f ether

group did not.

This method of comparing speech and nonspeech was suggested by K
(1966) pilot study, in which she used isolated second formants 1 h an

initial transition and a following steady state--what we have c e( bleats"
in this paper. In an experiment applying detection theory to c, 11

perception, Popper (1967) included a same/different discriminatiol using
bleats with final transitions in the [b] nd] range. The d' funct- . btained
can be compared with that for a test with the same subjects usin ip -h

stimuli. The results of both Kirstein and Popper are consistent it ie

results reported here.
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Method

Stimuli. The Haskins Laboratories computer-controlled synthesizer (Mattingly,

1968) was used to produce the stimuli of the experiment. A stimulus to be

synthesized is specified by time functions for each of the several parameters

of the synthesizer (e.g., FO, the fundamental frequency; Fl, the first-formant

frequency; and so on). Each of these functions is represented by a series

of digital values stored in compdter memory. To produce the stimulus, a set

of values, one for each parameter, is transmitted every five msec by the com-

puter to the synthesizer.

The two sets of stimuli used in Experiment I are shown in Figure 1, top

left and center. (The other stimuli shown in Figure 1 were used only in

Experiment II.) The set at top left are speech stimuli and consist of sixteen

syllables, each beginning with a voiced stop and ending with the vowel [a].

In all the syllables, the fundamental frequency is constant at 90 Hz, and only

the first and second formants of the synthesizer are used. A 15-msec period

of closure voicing, represented by a low-amplitude Fl at 150 Hz, is followed

by a 40-msec transitional period during which the two formants move toward

the steady-state frequencies appropriate to [M ]: Fl = 740 Hz, F2 = 1620 Hz.

The steady-state period of the stimulus is 190 msec long. Throughout the

stimulus, the two formants are of equal amplitude. The Fl transition always

starts at 150 Hz. The experimental variable is the starting point of the F2

transition. This is varied in fifteen approximately equal steps from 1150 to

2310 Hz. In Figure 1, top left, the level transition, for which the starting

point is 1620 Hz, is labeled 0; transitions with higher (or lower) starting

points are labeled positively (or negatively) with reference to the level tran-

sition. Depending on the starting point (and therefore the slope) of the F2

transition, these stimuli are heard as [boa J, [dm], or [got].

The second set of stimuli (Figure 1, top center) are the nonspeech controls.

They consist simply of transitions identical to those of the first set but with

the closure voicing, the steady state of F2, and all of Fl absent. In the first

set--that is, in the syllables--the transitions were the only cues to the point

of articulation. In the second set, the transitions haxa been removed from

their speech contexts and do not sound at all like speech. To most listeners

they sound like chirps, and it is not hard, at least in the case of the more ex-

treme members of the set, to tell whether a chirp is rising to a higher or fall-

ing to a lower frequency.
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Procedure. With the aid of the synthesis system, the digital parametric repre-

sentations of all the stimuli were stored on a disc file, and the tests re-

quired for the various experiments were then automatically compiled and recorded

The teat included an identification test for the syllables and discrimination

test for the syllables and for the chirps.

The purpose of the identification test was to determine where, and how

reliably, the subject placed the phonetic boundaries. It consisted of 160

syllables in ten groups of 16. Each of the different syllables occurred once

in each group, and each group was differently randomized. The subject's task

was to identify each of the 160 syllables as beginning with [b], Ed), or [g].

To find out how well the subjects could discriminate the stimuli, we used

an oddity method: each item in the test consisted of a triad in which one member

of a pair of stimuli to be discriminated occurred once and the other, twice; the

subject's task was to select the odd stimulus. for each pair there are six ways

in which a triad can be ordered. Pairs of stimuli two steps apart along the

continuum of Figure 1 were to be discriminated; for each set there are fourteen

such pairs. Each test consisted oZ the eighty-four possible triads in six group

of fourteen. Each stimulus pair was used to form one triad in each group. The

assignment of the six triad orderings to the six groups was separately random-

ized for each group. There were four differently randomized forms of the dis-

crimination test. The tests for syllables and chirps were made in the same way.

The tests were presented to the subjects over headphones. The gain on

the tape recorder was set so that subjects could listen to the syllable stimuli

comfortably; this same gain setting was used for the chirps.

For each subject, there were five experimental sessions on five separate

days. On each day, the subject was given different forms of the discrimination

test for the syllables and different forms of the discrimination test for chirps,

in random order. Altogether, he received all four forms of the syllable dis-

crimination test twice and all four forms of the chirp discrimination test twice.

Thus, for each stimulus comparison, each subject gave forty-eight judgments.

The identification test was given once on each of the first, second, fourth, and

fifth days. Each stimulus was presented for judgment ten times on each identi-

fication test; there was then a total of forty judgments per stimulus.

Sub ects. There were seven subjects, all undergraduate students at the Uni-

versity of Minnesota and all paid volunteers. None was told the purpose of the

experiment.
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Results

In Figure 2 are the results for two of the seven subjects, chosen on

a basis to be described later. The upper portion of the block for each subject

plots his identification functions for lb], [d], and IC: the abscissa repre-

sents the stimuli ordered according to the series of F2 starting points; the

ordinate represents the percentage of responses for each of the three stops.

Both of the subjects shown sorted the stimuli cleanly into the three pho-

netic categories. The areas of uncertainty are small by comparison with those

where the subjects apply the phonetic labels with consistency. Of the seven

subjects, six yielded identification functions approximately as reliable as

those shown; moreover, agreement among the subjects in the location of the pho-

netic boundaries is almost perfect. One subject did very poorly on the identi-

fication; he labeled stimuli inconsistently, and there was substantial overlap

in the identification functions for the three stops. We have rejected all the

data from this subject because we suspect that he did not hear the synthetic

patterns very well as speech; if he did not, then a comparison of the way he

perceived speech and nonspeech stimuli, which is the purpose of this experiment,

becomes meaningless.

The lower portion of each block in Figure 2 plots the subject's discrimi-

nation functions for syllables (solid line) and for chirps (dashed line). Each

point along the abscissa corresponds to the stimulus pair whose members are the

stimuli one step higher and one stop lower in the series than the stimulus

represented by the corresponding point in the abscissa of the identification

test plot. The ordinate is the percentage of correct discriminations for each

pair. The horizontal broken line at 33% represents the level of discrimination

expected by chance.

For the syllables, the discrimination function shows peaks near the pho-

netic boundaries indicated by the identification functions for each subject.

Since the boundaries are constant from subject to subject, the locations of the

peaks are likewise constant. The peaks for [b] -[d] boundaries are generally

somewhat higher than those for [d]-[g] boundaries. Away from phonetic bounda-

ries, the discrimination functions are at or near chance.

The chirp discrimination functions are quite different. There are no peaks

in discrimination at points corresponding to the phonetic boundaries. Both

subjects have a peak at +6, but we believe that this is to be attributed to an

artifact resulting from a previously unremarked shortcoming of the synthesizer:

its pitch generator was free-running, so that the occurrence of the first pitch

pulse of a chirp (or indeed, of any other stimulus) could lag by as much as half
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a pitch period (6.5 cosec) behind the nominal starting point. The synthesizer

parameter values change stepwise; for the more extreme stimuli, for which F2

moves rapidly, there would, therefore, be substantial variation in the actual

initial frequency, as well as in the duration, of the transition in the differ-

ent tokens of the "same" stimulus. Such variation was, of course, randomized

across there several tokens. However, inspection of the tokens for Stimuli

+5 and +7 (discrimination of which produced the peak at +6) reveals that the

variations were unbalanced in such a way that careful listeners could dis-

criminate accurately on the basis of differences in duration or exaggerated

differences in F2 starting point. That this is, in fact, the cause of the peak

is indicated by the results of later experiments in which we synchronized the

pitch pulses and the peak at +6 disappeared.

The two subjects whose results are shown in Figure 2 were chosen to illus-

trate the extremes in the general level at which the chirps were discriminated.

One of them (KF) discriminates the chirps at a level only slightly above chance,

except at +6; the other (PG) does considerably better. In general, the variation

among subjects in level of discrimination, and also in the shape of the function,

was greater for the chirps than for speech.

In Figure 3 is a plot of the pooled discrimination data of the six (out of

seven) subjects who identified the syllables well. The chirp discrimination

function and the syllable discrimination function are clearly different. The

chirp function is low (except for the peak at +6) but above chance. The sylla-

. ble function shows peaks near phonetic boundaries and is at or near chance away

from phonetic boundaries. The subjects' perception of the second-formant tran-

sition apparently depends on whether they are listening in the speech mode.

EXPERIMENT II

The second experiment was prompted by the observation, made in one of the

studies with synthetic speech, that the F2 transition is a less powerful cue

to place of articulation in final position than in initial position (Liberman

et al., 1954). Though this difference reflected directly only the relative

difficulty of identifying the transitions, it is reasonable to suppose that

discrimination might also be different in final than in initial position.

Preliminary experiments have since suggested that this is so. As with so many

findings in speech perception, the question arises whether this difference is

to be accounted for psychoacoustically or whether it is, rather, a consequence

108



P
oo

le
d 

D
is

cr
im

in
at

io
n 

F
un

ct
io

n 
D

at
a

fr
om

 E
xp

er
im

en
t 1

W
 1

00

O 0 W
75

I c.
..)

LA
-1

50
cc f
X

1
.
_
O
f
t
v

0 I-
 2

5

U

'
0

o_
-5

 -
4

9

- 
S

Y
LL

A
B

LE
S

Q
ua

lm
 C

H
IR

P
S

-3
 -

2
-1

0
1

2
3

4
5

6
7

8

C
E

N
T

E
R

 O
F

 D
IS

C
R

IM
IN

A
T

E
D

P
A

IR



of the special processing that the speech signal undergoes. If the explanation

is psychoacoustic, then we should expect that the F2 transitions in nonspeech

context--that is, the chirps--would also be differently discriminated in final

position. The second experiment was designed to provide relevant data. In it

we have compared the discriminability of the F2 transitions in initial and

final positions when they are, in one condition, cues for speech and, in another,

not.

The second experiment was intended also to determine whether possible

reservations about the chirp control are justified. It might be argued that

this control is faulty: when the F2 is in initial position in the syllable,

the vowel steady state may provide a reference that is, of course, absent in

the chirp. When F2 is in final position in the syllable, as in this experiment,

the steady state may provide a reference and, conceivably, a fatigue effect.

Therefore, we introduced in Experiment II an additional set of nonspeech control

stimuli (Figure 1, top right). These stimuli have not only the various second-

formant transitions, as do the chirps, but also the second-formant steady state.

Naive subjects do not commonly hear these as speech. We have called them

"bleats."

Six sets stimuli were required for the experiment: F2 transitions in

initial and final positions in two-formant syllables; F2 transitions in isolation

in "initial" and "final" positions (chirps); and F2 transitions attached to

steady-state second formants in initial and final positions (bleats). The

syllables and chirps with initial F2 transitions were produced as in Experiment I;

the bleats with initial transitions were produced by synthesizing two-formant

syllables with Fl turned off. The production of the stimuli was better con-

trolled than in Experiment I. The synthesizer was made to produce its first

pulse at the start of every stimulus, instead of randomly, so that each token

of a stimulus had exactly the same duration and frequency excursion, thus

eliminating the basis for the pile-up of correct discriminations at +6 in the

first experiment. It was not necessary to produce separate sets of stimuli

with final F2 transitions, since these stimuli (Figure 1, bottom) were equivalent

to the available stimuli in reverse temporal order. Thus, tests requiring

stimuli with initial transitions were run by playing the test tapes forward;

tests requiring stimuli with final transitions were run by playing these same

tapes backward.
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Procedure. The formants of the identification test (for the syllables) and

the discrimination test (for the syllables, chirps, and bleats) were the same

as in Experiment I. The subject's task included the oddity judgment (selecting

the one stimulus of each triad that he thought different from the other two)

used in Experiment I and, in addition, a confidence rating. For the purposes

of the confidence rating, the subject was asked to estimate the correctness of

each discrimination judgment on a three-point scale. These estimates were then

treated according to a method developed by Strange and Halwes (in press) and

successfully applied by them to increase the sensitivity of discrimination

measures of the voiced/voiceless distinction. By their method, the confidence-

rating score for each discriminated pair is determined by multiplying the number

of correct responses for which the subject used a particular confidence rating

by a weight assigned to this rating, summing these products over all ratings,

and dividing by the number of trials per pair to give a number between 0 and 1.

The weight is equal to
3 2 -1

, where .2. is the ratio, for all pairs in a given
2

testing condition, of the number of correct responses for which a particular

confidence rating was used to the total number of responses for which this

rating was used. Thus the weight for a rating is 0 when the level of dis-

crimination over all pairs is at chance (2. = 1/3); and 1 when discrimination is

perfect (p = 1). The advantage of the confidence rating is that is permits a

reliable approximation of a subject's discrimination function with fewer re-

sponses per stimulus pair than if only the correctness or incorrectness of his

responses is considered.

All subjects were given (1) the syllable identification test, once in the

forward and once in the backward condition; (2) the syllable discrimination

test, three forms forward and three forms backward; nd (3) one of the two

nonspeech discrimination tests, three forms forward and three forms backward.

The chirps served as nonspeech controls for half the subjects, the bleats for

the other half. For each subject, there were three separate test sessions on

three separate days. Each chirp subject took a different form of each of the

four discrimination tests (forward and backward, syllables and chirps) each day

in a different random order. In the case of the bleat subjects, however, since

the bleats were more like syllables than the chirps, we thought it wiser to

protect the subjects' naivete by presenting all the bleat tests before all the

syllable tests. During the first day and a half, therefore, each bleat subject

took three foams of the forward and backward bleat tests; during the remaining
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day and a half, he took three forms of each of the two speech tests. Thus, for

each discrimination test, there were eighteen judgments per stimulus pair for

each subject. The syllable identification test in the forward condition was

given to all subjects at the end of the second day and the identification test

in the backward condition at the end of the third day.

Subjects. There were eleven subjects, all undergraduate students at the Uni-

versiLy of Minnesota and all paid volunteers. None were told the purpose of

the experiment. Three subjects were eliminated because of their inability to

identify the syllables accurately. Data were provided, then, by eight subjects,

four in each of the two experimental subgroups (chirps and bleats).

Results

In Figure 4 are the results for one typical subject in the syllable-

chirp half of Experiment II. In the left-hand column are the results for the

forward condition and in the right-hand column the results for the backward

condition. The topmost graphs show his identification functions; the middle

graphs, his discrimination functions without regard to his confidence ratings;

and the lowest graphs, his discrimination functions, taking into account the

confidence ratings.

Figure 5 shows syllable and chirp discrimination functions based on pooled

data for all four subjects. The upper portion of the figure shows the forward

condition; the lower portion, the backward condition.

For the forward condition, the results are consistent with the first

experiment. Discrimination functions for syllables peak at the phonetic bounda-

ries implied by the identification function but tend toward random elsewhere.

Discrimination functions for chirps appear to have no relation to discrimination

functions for syllables. The characteristic peaks and troughs of syllable dis-

crimination are even more pronounced in confidence-rating analyses; on the

other hand, the adventitious peaks of the chirp functions tend to be leveled.

Still, chirp discrimination levels for all four subjects are clearly above

random. One exceptional subject has a much higher overall level of chirp dis-

crimination than that of the subject shown in Figure 4 (or, indeed, of any of

the other subjects). That subject also has chirp peaks at the same points as

his speech peaks, 0 and +3; in his confidence-rating analysis the peak at 0

becomes more pronounced by comparison with the one at +3.

Syllables, as expected, are much less consistently identified in the
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backward than in the forward condition. There is also a certain tendency,

shown by all subjects, for the cross-over point for Id)-[g] to move to the

right, increasing the range over which subjects tended to hear [d]. Proper

identification functions predicted lower peaks in the discrimination functions,

and indeed, for the subject shown in Figure 4 and for all other subjects,

syllable discrimination peaks are lower in the backward condition. The confi-

dence-rating analysis accentuates this difference between the two conditions.

But while the peaks are lower, the troughs are not as deep. The difference in

both peaks and troughs is obvious in the pooled data of Figure 5.

Unlike the syllables, chirps are clearly much better discriminated in the

backward than in the forward condition. This is true of all subjects,although

the absolute level of performance varies among subjects just as in the forward

condition. The discrimination functions for the backward chirps for two subjects

are as good as their backward syllable discrimination functions, and for the

two other subjects, including the one for whom data are given in Figure 4, the

chirp functions are substantially better than the syllable functions at every

point along the abscissa. All four backward chirp functions have their highest

peak in the -1, 0, +1 range, but subjects tend to have idiosyncratic peaks

elsewhere. The confidence-rating analyses emphasize the difference between

forward and backward chirps and between backward chirps and backward syllables,

and they accentuate the peaks near 0. The improved discrimination of chirps

in the backward condition and the tendency to peak in the -1, 0, +1 range are

apparent from comparison of the forward and backward chirp functions in Figure 5.

In shoot., perception of chirps differs greatly from perception of syllables in

the backward, as well as in the forward, condition; and the increase in dis-

crimination induced by reversing the chirps does not appear to parallel the

similarly induced change in perception of syllables.

The results for the bleat :subjects are quite similar to those for the chirp

subject. In Figure 6 are the data obtained from a typical subject, arranged

as in Figure 4. Pooled data for all four subjects, showing discrimination

functions for syllables and bleats, are shown in Figure 7 (cf., Figure 5).

Discrimination of syllables is high at phonetic boundaries, near random elsewhere;

identification is more consistent and discrimination of the boundaries better

in the forward condition. In fact, for these subjects, the backward syllable

discrimination function has lost its bimodal shape and its characteristic

troughs and looks not unlike the backward chirp function.
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To facilitate comparison of the results with chirps and bleats, we have

presented together in Figure 8 the pooled data for these two nonspeech controls.

The discrimination functions for the bleats parallel those for the chirps: the

functions in the forward condition are above random, low, and irregular, while

the functions in the backward condition are considerably higher and show peaks

in the -1, 0, +1 range. As with the backward chirps, individual subjects (in-

cluding the subject shown in Figure 6) show idiosyncratic peaks in their backward

bleat functions, but there is no sign in either forward or backward chirp or

bleat functions of an artifact such as gave trouble in Experiment I. However,

in the forward condition, discrimination of the chirps is somewhat better than

discrimination of the bleats.

At this point, we must consider whether there is any difference between

the discrimination functions for the chirps and those for the bleats which would

lend plausibility to the argument that the comparison between chirps and speech

is in one respect or another unfair. Had we found that bleats were discriminated

better than chirps in either forward or backward conditions, we might have sup-

posed that the absence of a steady-state second formant at a constant frequency

in the chirp stimuli made them more difficult to perceive than the syllable

stimuli. No such result was obtained; in fact, forward bleats are not discrimi-

nated quite as well as forward chirps. (This is probably attributable to the

fact that bleat subjects took all the nonspeech discrimination tests first).

Had we found that backward chirps weLe discriminated better than backward bleats,

with no comparable improvement in the forward condition, we might have supposed

that the absence of a fatiguing steady state in the chirps made them easier to

perceive than the syllables. Although our bleat control was imperfect since

it is still possible to argue that fatigue might be induced by the presence of

the steady states of both first and second formants, the least that can be said

is that the outcome of the bleat experiment does not encourage such an argument.

Chirps are discriminated at the same level as bleats in the backward condition.

Since the shapes of the corresponding chirp and bleat functions are similar, the

effect of the second-formant steady state can probably be 43nored: and it will

be convenient for purposes of our discussion to pool the results for the two

groups of subjects in Experiment II, as in Figures 9 and 10.

Let us sum up the results of Experiment II, referring to Figures 9 and 10.

In forward condition, the speech discrimination function shows peaks at phonetic

boundaries and troughs within phonetic categories. The nonspeech function shows
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no such peaks or troughs; it is irregular and low, though above random. In

backward condition, the level of discrimination for speech is about the same

as in forward condition, but the function has all but lost the peaks and troughs.

The nonspeech function peaks near zero; it is higher than the speech function

and much higher than the nonspeech function in forward condition. Thus, speech

and nonspeech differ in each condition (Figure 9), and the change of conditions

affects speech in one way and nonspeech in another (Figure 10).

GENERAL DISCUSSION

There are three different classes of phenomena to be accounted for: the

responses of subjects to the chirps and bleats which served as nonspeech control

stimuli; the responses to the speech-like stimuli; and the differences in the

responses to the corresponding speech-like and nonspeech stimuli.

We must first attempt to interpret the results for the nonspeech stimuli.

For convenience, we will speak of chirps, but it will be seen that the argument

applies just as well to the bleats. Since, surprisingly, we have been able to

find only one psychoacoustic study of dynamically varied resonances (Brady et al.,

1961) against which we could check our conclusions, this interpretation must be

considered as highly tentative.

For each of several stimuli similar to our chirps, with various durations

and initial and final frequencies, Brady et al. asked their subjects to adjust

the frequency of a steady-state resonance until it sounded most like the test

stimulus. The subjects showed a very pronounced tendency to select a steady-

state frequency approximately equal to the final frequency of the chirp. It

seems plausible to infer that, for some reason, subjects find it easier to

estimate the final frequency of a chirp than its frequency at some earlier moment.

If so, we should expect to find, as we do in the present experiment, that a dis-

crimination task in which the stimuli differed most in their final frequencies

and not at all in their initial frequencies (the backward condition) would be

easier then a task for which the reverse was true (the forward condition).

But we cannot go on to assume that, in our experiment, subjects discriminate

simply by comparing the three estimated frequencies of each oddity triad. Sup-

pose that subjects were given a chirp discrimination test in which both the in-

itial and final frequencies of the chirps were varied. Before a subject could

compare the three chirps in a triad, it would be necessary for him (1) to esti-

lite the frequency at some fixed time during each of the three chirps and (2)
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to determine the slope of each chirp. However, in the special case where either

the initial or the final frequencies of all chirps are constant throughout a

test, either (1) or (2) would give the subject sufficient information to dis-

criminate the stimuli one from another.

Which of these two methods are the subjects using? In the case of the

backward chirps, it seems clear that subjects are using method (2). They dis-

criminate best those pairs of stimuli straddling values -1, 0, +1, i.e., pairs

having negative and zero, negative and positive, and zero and positive slopes,

respectively. It is not surprising that these three special cases of slope com-

parison should prove easy. On the other hand, these pairs of stimuli have no

particular significance in terms of method (1), comparison of frequencies.

With respect to the forward chirps, no similar conclusion can be drawn.

Performance was, in general, too poor to reveal any significant pattern, although

one of the four subjects has a peak at +1 and another at 0, and the highest peak

of the pooled data is at O. But if we make the assumption that subjects are

comparing slopes in the case of forward as well as backward chirps, a further

inference, about the way subjects determine slopes, is possible.

Conceivably, a subject might estimate the slope directly. Alternatively,

he might estimate the frequency at two different moments during the signal t

and t + 6 t (or possibly just the difference between these tw) frequencies)

and compute
f
t
-ftt

+bt

at

Computing the slope in this way does not, of course, involve the kind of

frequency estimation required for method (1): it is not necessary to hold t

constant for estimates for alt three members of a triad. Moreover, in the case

of the backward chirps, he could then let t 0 and take advantage of the fact

that, for this value of t, ft is a constant; in the case of the forward chirps,

similarly, he could let t + A t 40 msec.

Now if the subject estimates the slope directly, he should do as well with

forward as with backward chirps. If he computes the slope, this will not neces-

sarily be the case since the computational process is not the same. For the

backward chirps, the subject can choose At freely (his optimal choice is 40 msec),

and he knows its value at t. For the forward chirps, on the other hand, either

the subject must compute A t 40 msec - t, or he must, before t, choose a t
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and compute t = 40 cosec - At, or he must wait until he hears t + At to

measure & t. If these constraints make it more difficult for the subject to

evaluate t or &t, his slope computations would in turn be affected. Thus,

there is a second reason why we should expect the backward chirps to be better

discriminated. Not only is the final frequency of chirp apparently easier to

estimate than its initial frequency, but also, the time estimation required to

compute the slope is easier when the initial frequency is known to be constant

and the final frequency is varied than in the reverse case.

Brady et al. point out the conflict between their result and the much

greater cue value of the second-formant transition in initial than in final

position in speech context, and they conclude that speech perception cannot

be accounted for on the same basis as their experimental result. We face a

similar question. Can we account for the discrimination function for the

speech stimuli on a strictly psychoacoustic basis? To do so requires either

that we point out resemblances to the corresponding nonspeech functions or

that we propose some convincing explanation for the differences.

We recall first that the forward speech functions have characteristic

peaks and troughs; these peaks and troughs occur consistently for all subjects

and are obvious in the pooled data of Figure 9. The same peaks and troughs,

much less pronounced, appear in the speech function for the backward condition.

Nothing corresponding to these peaks and troughs occurs for the nonspeech

stimuli, except that the nonspeech functions, like the speech functions, have

peaks near or at 0. As we shall see shortly, this is probably a coincidence,

and there is no obvious parallel in the nonspeech function for the other peak

of the forward speech function or for its troughs. Furthermore, we note that

performance is consistently better for nonspeech stimuli in backward condition

than in forward condition, while for speech stimuli, there is no corresponding

consistent improvement (Figure 10).

As we have seen, the perception of the speech stimuli tends to be cate-

gorical: the peaks are found near phonetic boundaries while the troughs corre-

spond to zones inside these boundaries. It has been noted before (Liberman)

1957) that there is an obviolos articulatory reference for such perception.

When there is articulatory continuity, as in several tokens of [0, each with

somewhat different second-formant transitions, such as might, in a human speaker,

have resulted from different varieties of apical closure, the listener finds it

difficult or impossible to diberiminate. When, on the other nano, the difference
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in the formant transition, though physically no greater, is at a point in the

continuum such that it could only have resulted from one sound having been

made with labial closure and the other by apical closure, there is a discon-

tinuity in articulation and the listener discriminates quite readily. Because

of the particular vowel used in the stimuli, this point of discontinuity

happened to fall at stimulus 0. For a vowel with a higher (or lower) second-

formant steady state, the boundary would have been lower (or higher) relative

to this steady state.

The articulatory basis for the fact that initial transitions result in

better phonetic separation than final transitions is less clear, but a study

by Ohman (1966) suggests a possible answer. He found that consonants tend to

be coarticulated much more with a following vowel than with a preceding vowel.

In production of V1U2 syllables, the character of the transition from V1 to C

depends not merely on V
1
and C but quite considerably on V2, whereas the tran-

sition from C to V2 is only slightly affected by V1. Thus, an initial transition

(CV) is apt to be a better consonantal cue than a final transition (VC). And

in fact, in natural speech, final stops are often followed by a release, con-

sisting of a burst (itself a supplementary cue to point of articulation) and

low-amplitude transitions toward [ 8 ]; unreleased stops, on the other hand,

are notoriously ambiguous. The stops in the backward speech stimuli used in

this experiment were, of course, unreleased.

In previous experiment comparing perception of speech and nonspeech, the

nonspeech results were interpreted as representing the discrimination of an

acoustic variable before the acquisition by the subjects of this articulatory

knowledge. Differences between the discrimination of speech as opposed to

nonspeech could then be assigned to "acquired distinctiveness" or "acquired

similarity." The results of the [to] /[do] and rapid/rabid experiments were

taken as evidence of acquired distinctiveness. A more conservative and, we now

think, more proper view would have taken the results of those experiments, just

as we take the results of our own present experiment, to be evidence for the

existence of a a2tech mode that differs in interesting ways from the auditory

mode. Questions about the role of learning in the development of the speech

mode stand apart from questions about its existence and are answered by ex-

periments different from those of the kind we have been considering here. Thus,

to see the effects of experience, we should look to the cross-language studies

of Lisker and Abramson (1970; also, Abramson and Lisker, 1970) on the perception
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of the distinction between voiced and voiceless stops. These studies have

shown that peaks in discrimination similar to those of our experiment are

present or absent depending on the linguistic background of the listener.

It does not follow, however, that the peaks are simply a consequence of

differential reinforcement or of the mediational processes usually associated

with the concepts of acquired distinctiveness and acquired similarity. In

that connection, we should take note of other results obtained by the same

investigators which show that the location of the voiced/voiceless boundaries

is very much the same in a number of unrelated languages. When we consider,

in addition, that the voicing distinction is universal, or very nearly so,

we see that learning does not, in any case, exert its effect in the arbitrary

way that Lane (1965), for example, or Quine (1960:85-90) suppose. The

biologically given constraints are important and must surely be of the greatest

interest to anyone who is concerned to understand the development on consonant

perception and the peaks that characterize consonant discrimination. This

view is strengthened by the findings of recent experiments on infants by

Itoffitt (1969) and Eimas et al. (1970), which show that consonant discrimi-

nation is present at a very early age. In the study by Eimas et al. it was

found that one-month-old infants discriminate synthetic [bal and [pa]. Of

even greater interest is the fact that, given a fixed physical difference in

the relevant acoustic cue, these infants discriminate better across a phonetic

boundary than within a phonetic category. Thus, like our adult subjects, they

show a discontinuity in discrimination of the voiced/voiceless distinction

just as our adult subjects do for the place distinction. It is most likely

that the infants' perception of the voicing distinction was, like so many

deeply biological processes, not entirely uninfluenced by their experience.

If they had been reared in a soundless environment, they would conceivably

not have been able to discriminate [ba] from [pa] as they did. Indeed, it

is possible that the experience of having heard speech was a necessary condition

for the performance that Eimas et al. found. But it is hardly conceivable that

the effects were produced at the age of one month by the simple processes of

differential reinforcement or by the more complex mediational mechanisms Implied

by the concepts of acquired distinctiveness and acquired similarity.

The outcome of our present study also raises other doubts about the appli-

cability of acquired distinctiveness and similarity. In the forward condition,

for some distance on either side of the peaks corresponding to the phone
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boundaries, the speech function is well above the nonspeech function. This,

therefore, we would have to attribute to acquired distinctiveness. For portions

of the continuum well within phonetic boundaries, the speech function is at

or near random and usually well below the nonspeech function. This we would

have to attribute to acquired similarity. So far, nothing is seriously amiss,

though it would be more parsimonious if it were possible to invoke only one

of these processes.

In the case of the backward functions, however, our embarrassment is of

a different character. The nonspeech function is higher than the speech functio

at almost every point. We are, therefore, compelled to invoke acquired similari

ty to account for the peaks as well as the troughs of the speech function. But

why should there be any acquired similarity for stimuli on opposite sides of a

phonetic boundary--that is, for stimuli which the listener has learned to call

by different names?

Although there are surely ways out of this difficulty that yet preserve

concepts like acquired distinctiveness and acquired similarity, it seems to us

preferable to conclude, rather, that we are dealing with two basically different

modes of perception. One of these modes is the psychoacoustic. The results of

discrimination studies in this mode require an interpretation of the kind we

advanced in trying to account for the chirp and bleat data. The other mode

is the speech mode. Its characteristics are the consequence of the special

processor that decodes the complexly encoded speech signal and recovers the

phonetic message. The results of perceptual experiments on the stop consonants

do not yield to an interpretation in terms of psychoacoustic perception, with

or without such modification as might have been produced by discrimination

learning.

In connection with the conclLsion that speech and nonspeech are processed

differently, we should note that speech and nonspeech functions differ not only

in their shape and level but in their reliability. The nonspeech functions

vary not only from subject to subject but also for a single subject from one

session to the next. Such factors as the relative naivete, the alertness, and

the motivation of the subject and the strategy he adopts for the task of dis-

crimination may make a very substantial difference. In informal tests, in

which two of the authors served as subjects, higher levels of chirp discrimi-

nation in the forward condition were attained than for any of the subjects for

which data have been presented here. The remarkable thing about the perception
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of the speech-like stimuli, on the other hand, is precisely its insensitivity

to all such factors. Within wile limits, the performance of a subject is

relatively stable and predictable, provided only that he hears the synthetic

stimuli as speech. Even subjects who are quite familiar with the stimuli- -

for example, the authors--do little better than naive subjects away from

phonetic boundaries, while naive subjects do little worse than the authors

hear phonetic boundaries. The speech mode appears to act like some digitizing

device which, accepting a signal of quite variable quality and much fine detail,

converts it to a perceptual response that is coarsely but reliably quantized.

The backward speech discrimination functions at first appear to contradict

what has just been said, since these functions are variable and unstable. In

the backward speech test, the subjects were confronted with a confusing task.

They were given speech-like stimuli which, as the identification function

showed, were difficult to perceive as speech. One might have expected them,

in such a situation, to discriminate speech poorly: that is, to produce a

discrimination function in which the peaks corresponding to those observed

in the forward condition were lower and the troughs--near random in the forward

condition--remained near random. Such an outcome, however, would have suggested

that there was, after all, considerable variability in the !.evel of speech dis-

crimination and that, for some kinds of speech, discrimination is much less

reliable than we have just suggested. What actually happens, however, is

that, while the peaks are indeed lower, the troughs are higher (Figure 10).

The function appears to be a combination of the forward speech function and

the backward chirp function. Our interpretation is that the subjects tried

to respond to the stimuli as speech. When they found this too difficult, they

reverted to the nonspeech mode. But whenever they did respond to the stimuli

as speech, they did so, we suspect, as reliably as in the forward condition.

This interpretation of the data bears on an important and difficult

question: what conditions must be presented to insure perception in the speech

mode? The very fact that perceptual experimentation with very simple synthetic

speech patterns has been possible shows that a high degree of naturalness is

not an important factor, though it seems reasonable to suppose that, at a

minimum, some representation of the first two formants may be essential. Bowevt

the subjects' response to the backwards speech, where formants were present but

speech cues were weak and few in number, suggests that a requirement for per-

ception in the speech mode is that the cues for the distinctions among phonetic
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segments be present in sufficient strength and number to keep the perceptual

machinery active. If this requirement is not met, the listener may slip into

the nonspeech mode. Thus, the apparently exceptional backward speech results

offer an interesting and, 1.1 us, unexpected insight into the nature of the

special mode of perception which, our experiments suggest, is required for

speech.
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Effects of Filtering and Vowel Environment on Consonant Perception*
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Abstract. The purpose of this experiment was to determine the effects of
filtering and vowel environment on consonant perception. Sixteen consonants
in CV combination with seven vowels were recorded on tape, low-pass filtered,
and played back to a group of listeners. In general, the results indicated
that /t,k,b,d,g,s,f,z,w,r,n/ are affected by filter cut-off points, /k,g,f,v,
m/ show multivowel effects, and /p,b,d,j,n/ show consistently lower scores
otly when followed by /i/. As expected, error types were predominantly
"place," with "manner," "voicing," and "nasality" errors occurring only at
the less favorable cut-off frequencies. The results are discussed in terms
of the predictability of the effects as a function of CV transition char-
acteristics and the suitability of small sample PB lists for assessing speech
discrimination of individuals with high frequency hearing loss.
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Since their introduction in the 19408, phonetically balanced word lists

have been used extensively for testing speech discrimination in both the

clinic and research laboratory. The lists' main features are that the words

are common, familiar, easy to administer, and of course, are in "phonetic

balance." Originally, the aim of phonetic balancing was to provide a list of

words whose phonemic content occurred with the same frequency of occurrence

as the phonemes found in everyday speech. This was accomplished simply by

assigning a certain overall proportion to each phoneme in the list, without

regard for the internal phonemic make-up of the words. It has since been

recognized, however, that coupling effects exist for different consonant and

vowel sequences, with the articulatory and acoustic properties of a given

phoneme often depending on those of its neighbor. In this sense, then, it

is not unreasonable to suspect that conditions may exist where the perception

of a given sound might be either enhanced or degraded by the coarticulation

effects of the adjacent phoneme. The most likely conditions, of course, would

be one in which the spectral characteristics of the phoneme are either altered

or eliminated, as in filtering, or, on a physiological level, a hearing im-

pairment. In both cases, important cue information provided by the CV trans-

ition might be reduced by varying degrees, depending on the amount of the

transition eliminated by the distortion.

The experiment reported here attempts to describe some of these effects,

specifically, the extent to which various vowel environments influence the

identification of consonants in CV syllables heard under conditions of low-

pass filtering. Although coarticulation effects in real speech extend beyond

simple CV sequences, the data obtained from this experiment can be considered

a first step in determining the extent of these effects. These data will be

examined in two ways.. first, as strictly normative and second, since low-pass

filtering somewhat resembles a high frequency hearing loss, as a basis for

speculating on certain clinical speech discrimination problems.

Procedures

The general procedure was to construct lists of various consonant-vowel

syllables and record, filter, and play back these lists to a group of

listeners.

The stimuli consisted of the sixteen consonants, /p,t,k,b,d,g,s,f,z,v,w,

j,r,l,m,n/, each in CV combination with the seven vowels, /i,E,M,a,A,O,u/.

The total number of syllables was 112. These items, each repeated three times,

were randomized into a master list. Three such randomizations were made, one
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for each of the three speakers. The speakers were three adult males whose

speech was typical of the New York City dialect area. Recordings were made

on one track of an Ampex Model. AG-500 two-track tape, recorded through an

Electrovoice Model 654 microphone. The items were recorded at approximately

three-second intervals, with longer rest periods occurring after groups of

ten. The carrier word write preceded each utterance. Gain levels for each

speaker were adjusted so that the vowel /0/ peaked at zero on the tape recorder's

VU meter. Other than that, no attempt was made to equalize within-list gain

levels. This meant, of course, that, due to normal vowel-level differences,

relative intensities among the tokens differed by as much as 8 db. The master

tape, then, contained all stimuli, each repeated three times by each of three

speakers for a total of 1008 items (112 x 3 x 3).

This tape was edited into five different randomizations, one for each of

five low-pass filter conditions. Filter cut-off points were 800, 1000, 1200,

1400, and 1600 Hz. Exploratory work showed these settings to cover the range

between apparent chance responses and unmeaningfully high scores. The filtering

was accomplished by playing tha tapes back on one Ampex AG-500 through two Al-

lison Model 2B variable filters connected in series and re-recording the tapes

on a second Ampex AG-500. The filters provided a roll-off of approximately

60 db/octave.

Listeners were seven normal - hearing, undergraduate and graduate college

students. Each was told about the make-up of the lists only in general terms.

The response mode was open-set, with the listeners free to choose any of the

phonemically permissible CV combinations. Twenty -five practice items preceded

each filter condition. The tapes were played back to the subjects (random-

order presentation) binaurally through Telephonics TDH-39 earphones in a quiet

but not fully sound-treated room. Playback levels for all lists were adjusted

to approximately 80 db, overall SPL, as measured on a B&K audiometer calibration

unit.

Results

As would be expected, vowels were highly intelligible under all filter

conditions and, except for /i,u/, exceeded 95 percent in all cases. Not un-

expectedly, /i,u/ were sometimes confused with each other (consistently more

/u/ confusion for /i/ than vice versa) but with no observable consonant influ-

ence. Also, although evidence of occasional speaker influences for a small

number of tokens existed, there were no consistent trends, and thus, all data

were averaged over the three speakers. As expected, then, the major effects
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Mean Correct Scores for Six Stops and Five Filtering Conditions
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are those of filter condition and vowel environment.

The percent correct scores for all consonants under each filter condition

are plotted separately for each consonant category in Figures 1-4.

A. stops

Figure 1 shows the mean percent scores for the Group of stop consonants,

/p,t,k,b,d,g/. As the graphs show, each consonant is somewhat differently

affected by filter cut-off point and vowel environment. For /p/, there is no

consistent filter cut-off effect, as the curves run moderately flat across the

five filter conditions. The most conspicuous vowel effect is for /i/, where

scores are consistently lowest. This might be explained somewhat by the faT.t

that, since the second formant for /i/ is somewhere in the vicinity of 2200

Hz, much of the information-bearing second formant transition rising to this

level is probably eliminated by the filtering. (Similar /i/ effects occur

for four of the remaining fifteen consonant-.) Like /p/, /b/ shows no real

vowel effect (except for /in, but scores generally increase with the Nore favor-

able filter conditions.

Unlike their labial counterparts, /t,d/ bear little similarity to each

other. Scores for /t/ followed by /i/ are clearly higher except at the two

highest cut-off points. A cut-off effect exists only at 1400 Hz for three of

the seven vowels. /d/, on the other hand, is characterized by a sharp increase

across the cut-off points along with the deleterious effect of a following /1/.

The most interesting of the stops are /k,g/. Heir, both pronounced vowel

and cut-off effects occur. For both consonants, hie; combinations show

an increase in intelligibility at cut-off points of ' 1 Hz and higher. A

ready explanation of this occurrence can be found i synthetic speech work of

Delattre, Liberman, and Cooper (1955), who found that L,,L course of the formant

transitions for /k,g/ originate at two different starting points in frequency.

The theoretical starting point, or locus, of a /k,g/ transition for a back vowel

was found to be approximately 1200 HZ, while the locus for a front vowel trans-

ition at about 3000 Ht. The filtering effects found here, then, can be

explained by the fact that information for /k,g/ preceding a hack vowel does not

appear below frequencies of 1200 Ht (hence the lower scores for filter points

below 1200 Ht) and that significant information for /k,g/ preceding a front vowel

does not appear at frequencies below 3000 Ht (with lower scores expected for all

cut-off points).

131



Mean Correct Scores for Four Fricatives

..... A

0
u

a

/2 /
0.) too .-
a. so-

60

/f/

I

ti

/V/

° 0:61:0 1:2 1:41:6 WilW1:21:4 1:6
Filter Cut-off Frequency in KHz

FIG. 2

138



B. Fricatives

The fricatives, /s,z,f,v/, like the stops, show certain individual pecu-

liarities (Figure 2). For /s/, the vowel effects are inconsistent but the curves

generally rise across the filter cut-off points. In general, /s/ followed by

/i/ shows the lowest scores. On the other hand, /z/, although shoving no real

vowel effects (except for /i/), shows a sharp increase in intelligibility be-

ginning at the 1200 Hz position.

Both cut-off frequency and vowel environment affect /f,v/ identification.

For both consonants, but especially /v/, back vowel combinations are more intel-

ligible than front vowel combinations. These effects are superimposed upon

the increases across cut-off points. The behavior of the fricatives might be

explained by the fact that, while /s,z/ are identified primarily by their noise

characteristics, /f,v/ are cued more by their second ferment transitions

(Harris, 1958; Heinz and Stevens, 1961). The assumption here is that, as the

transitions ey.tend down to lower frequencies, more transition information remains

'intact for back vowel combinations.

C. Semivowels

The results for the semivowels, /w,r,l,j/, are shown in Figure 3. Filter

cut-off effects occur for all consonants except /1/, whose intelligibility is

highest of all consonants, regardless of filtnr cut-off conditions. The

greatest cut-off effects occur for /w,r/. The vowel effects for /w/ are some-

what unusual in that higher intelligibility generally accompanies front vowels,

especially at the lowest cut-off points. For /r/, there are also vo4e1 effects

at the lowest cut-off point. There are no real vowel effects for /1/ (except

for a slight decrease in scores for /i/). The /i/ effect for /j/ is the most

marked of any consonant.

D. Nasals

The results for /m,n/ are plotted in Figure 4. Both sounds show marked

(though complicated) vowel and cut-off effects, with strong vowel-filter i.ter-

actions most evident for /m/. In general though, front vowel curves are some-

what lower than back vowel curves. Except for /i/, the only significant vowel

and cut-off effects for /n/ occur at 1200 Hz. However, no special vowel group

preference emerges.

E. Error Types

Figure S summarizes the types of confusions that occurred for each of the
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six different consonant categories and the five low-pass filter conditions.
1

As would he expected, place errors accounted for most of the confusions, re-

gardless of filter cut-off frequency (Hiller and Nicely, 1955). At the lower

cut-off frequencies, however, additional error types occur, generally in the

order of manner, voicing, nasality. As can be seen from the graphs, only the

;01celer's stops, /p,t,kh are characterized almost wholly by place errors.

To summarize the above results briefly: the effects of filter cut-off

frequency and vowel environment on consonant perception are complicated. Some

consonants are affected by filter cut-off points, others are not. Those affected

are It,k,b,d,g,a,f,z,w,r,n/. Likewise, some consonants are affected by vowel

environment, while others are not. The greatest multivowel effects occur for

/1.g,f,v.m.f. Of the sixteen consonants, /p,b,d,j,n/ show consistently lower

scores when followed by the vowel /i/. Error types were predominantly "place,"

with "manner," "voicing," and "nasality" errors occurring only at the less

favorable cut-off points.

Discussion

A. Filter-Transition Relationships

As was mentioned at the outset, a reasonable basis exists for predicting

the perceptual effects of certain consonants heard under conditions of low-

pass filtering. This, of course, is based on the cue information provided by

the CV transition and the extent to which it is eliminated by the filtering.

These cut-off and vowel effects were most clearly demonstrated in the /k,g/

data, which supported Delattte, Liberman, and Cooper's (1955) notion of a variable

locus for these phonemes. The perception of some of the other sounds, however,

including the remaining four stops, is not so easily explained. If a fixed

locus for the labials (720 Hz) and dentals (1800 Hz) is assumed, then a lower

level of intelligibility would be expected for those stimuli containing vowels

with a higher frequency F2, as yore of the transition is eliminated by the fil-

tering. (It is assumed that virtually all F3 information is missing under these

conditions.
2
) This, however, is not always the case.

1

Error types were classified as place, manner, voicing, and nasality. Multiple-
type errors were counted in each appropriate category, e.g., if a /p/ was heard
as a /d/, the error would be classed as both a place and a voicing error.

2
The overall higher intelligibility of /p,b/ over the rest of the stops can be
interpreted in such the same way; that is, since the labials are characterized by
a lower frequency transition starting point, they are less vulnerable to missing
higher frc4uency components.
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Far both /p/ and /b/, a following /i/ might be expected to degrade the

consonant's intelligibility, and this, indeed, is borne out by the data. The

remaining vowels, on the other hand, do not follow in this order. The overall

picture is one rather of a grouping of the remaining curves without any hier-

archical vowel preference. The data for /t,d/ arA perhaos even more unusual.

FO /t/, at all but the two highest cul -offs a following /i/ provides the

highest intelligibility levels, whereas for /d /, a following /i/ is accompanied

by the lowest intelligibility levels at all cut-off points.

There are perhaps three explanations for the variability found for both

sets of stops. First, certain unfiltered segments of the transition might, in

one way or another, provide the necessary place cues; second, supplementary cue

information might be contained in the burst segment of the phoneme; and third,

perceptually significant variations might exist in the transition starting points,

or even loci, of these phonemes. Support for this last possibility can be

fcund in a recant experiment by Fant (1969), whose measurements for Swedish

stops in CV syllables showed some large variation in F2 and F3 transition

starting points, depending on the following vowel.

The behavior of the fricatives is generally straightforward, with a min-

imal vowel effect for /s,z/ and an important, predictable one for /f,v/. As

was mentioned earlier, this can be explained by the fact that /f/ and /v/ are

cued primarily by their transitions, which remain more intact when extending

down to the lower F2 back vowels. The consonants /8,2/, on the other hani,

are cued more by their noise segments, the major portions of which are located

Above the filter cut-off points. Cut-off effects occur for all consonants,

with those for /s,z/ apparently due to the increased presence of the frica-

tion. The /f,v/ filter effects, like the vowel effects, are more consistent,

with increases for all vowels occurring with each increase in cut-off frequency.

Except for /ji/ (and perhaps /lin, the semivowels ahow few consistent

vowel effects. This is not unusual, as theae phonemes are distinguished from

one another by the onset frequencies of their Fl, F2, and F3 transitions. What

is somewhat unusual, however, are the cut-off effete for /w,r/. This is es-

pecially true of /w/, which is presumed to be cued by low frequency Fl and F2,

in contrast, for example, to the higher frequency starting points of /1/, which

shows no cut-off effects (O'Connor et al., 1957).

The place cues for /a,n/ are generally considered to be identical to those

of the stops and thus might be expected to behave somewhat like their labial

and dental counterparts. Unfortunately, the data for /s/ are not very clear,

although it might be suggested that the front vowel etleuli, as a whole, are
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less intelligible than the back vowel stimuli. The curves for /n/ seem to be

similar to those of /d/ but with sharper slopes.

In summary, then, the filtering effects for four of the six stop consonants

( /p,t,b,d /) cannot be related clearly to the course and extent of their CV

transitions. Fricative behavior is generally straightforward, but unexplainable

are the cut-off effects for the semivowels, /w,r/, and perhaps, the lack of

them for /1/.

B. Clinical Implications

Although the results of this experiment are essentially normative, they

can he applied to certain speech discrimination problems of the hearing-impaired.

This is not to say, however, that low-pass filtering produces the same effects as

a high frequency hearing loss.
3

The comparisons made here are based only on

the fact that similar portions of the spectrum are eliminated by the two con-

ditions and that this might produce some similar perceptual effects. In this

sense, then, if these or similar vowel and cut-ofC effects exist for the hearing-

impaired, then the use of a small sample word list, such as the W-22's, for

testing speech discrimination would suggest the possibility of certain percep-

tual Hoses caused by the presence or absence of a given phoneme sequence.

This assumes, of course, that common phoneme sequences are not adequately

represented in the W-22 distributions. As was mentioned earlier, the W-22 fre-

quencies, originally based on those of Dewey (1923), involved only overall

frequencies of occurrence. Not until 1963, with the publication of Denes's

data, was there any detailed information available on CV, VC, or CC syl-

lable frequencies. When the present W-22 lists are analyzed according to these

frequencies, however, the following can be notedt first, many familiar CV and

VC syllables are not represented in the W-22 lists, and second, between twenty

and twenty-five percent of the W-22 words contain consonant clusters, most of

which are hardly common in everyday speech. The significance, especially of

the latter, is that the acoustical characteristics and consequently, perceptual

cues of many consonants are quite different when in CC or CV position. Specific-

ally, the first element of A cluster is no longer characterized by its often per-

ceptually significant second foment transition.

Apparently, then, the internal phonemic make-up of the present PB words

is not adequate. Although adequate representation can be built into a list,

3Beaide the lack of evidence supporting a comparison of filtering with the pure
tone audlograst, filtering does not take into account factors such as recruitment,
equal loudness contour effects, or other nonlinear distortion that might accompany
a high frequency hearing loss.
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the job would be difficult and the results cumbersome. Indeed, it could also be

argued that, in the clinical sense, such representation might not even be neces-

sary. Since certain consonants and vowels are highly resistant or even insensi-

tive to most hearing loss conditions, these phonemes might be replaced in a list

by those that show more complicated effects or interactions. This approach would

probably provide a more detailed, less redundant account of an individual's speech

discrimination ability. Although lists of this nature are not as yet available,

some existing lists can be adapted. For example, both Fairbanks's Rhyme Teat (1958)

and House, Williams, Hecker, and Kryter's closed response CVC lists (1965) control

phoneme environment and, in addition, have the advantage of allowing an inventory

of specific phoneme errors to be easily made.

Finally, it might be mentioned that the data of this experiment can also

be applied to the selection and use of speech materials for clinical auditory

training. They might be useful in providing a basis for determining the degree

of difficulty for various syllables and words used in clinical sessions, especially

beginning ones.
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Summary. The perception of synthetic steady-state vowels, synthetic consonant-
vowel syllables, and pure tones was investigated using a psychophysical scaling
procedure involving direct magnitude estimation. In each of the three stimulus
classes, there were thirteen members equally spaced along a physical continuum;
the investigation was designed to measure the degree to which the stimulus
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The experimental technique required the subject to judge the members of each set
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that for stops, the perceptual spacing depended upon phoneme identification but
that for vowels, the spacing was relatively independent of phoneme identity.
The vowel data, in fact, approximated to the tone data (included to provide a
nonapeech comparison). The results are interpreted in terms of ths notion of
categorical versus continuous modes of speech perception.
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The experiment reported here is a psychophysical study of synthetic speech

perceptiGn. The primary aim was to investigate quantitatively the tendency

for stop consonants to be perceived categorically and steady-state vowels to

be perceived continuously. The method used was a stimulus scaling technique

that has proved useful in other areas of perceptual research. In the experi-

ment, c sequence of three stimuli was presented to a subject; the stimuli

were spaced along a physical continuum and the subject was required to judge

how the stimuli appeared to be spaced along a perceptual continuum. The sub-

jert indicated his judgment by spacing points along a line.

The technique is both simple and direct. A variety of studies using

nonspeech stimuli have shown the reliability and usefulness of thie approach

(Torgerson, 1958). Speech stimuli have not previously been studied in this

way, partly because of their complexity and multidimensionality. Most of

the studies found in the scaling literature are limited to situations where

changes in both stimulus and perception are unidimensional. One aim of this

investigation, therefore, was to teat the suitability of the method for

synthetic speech stimuli. At a practical level, scaling has the advantage

of being relatively easy to carry out aid, in addition, directly reflects

the way stimuli are perceived by a subject. Other psychophysical procedures

(for example, discrimination measurements) lead only to inferences about the

mode of perception. Results from investigations using discrimination tech-

niques (Liberman et al., 1967; Stevens et al., 1969) suggest that there may

be different modes of perception for vowels and stop consonants. The present

experiment is intended to be a further examination of this question. The

stimuli used were steady-state vowels, stop consonants, and pure tones; the

tones were included to provide a nonspeech comparison.

Description of Stimuli

The speech sounds were thirteen steady-state vowels and thirteen consonant-

vowel syllables. They were synthesized by Stevens, Liberman, Studdert-Kennedy,

and &man (1969) on the OVE II speech synthesizer at the speech transmission

laboratory at the Royal Institute of Technology at Stockholm. A full des-

cription of the stimuli is given in Stevens et al. (1969). In each set, the

stimuli (numbered 1 through 13, for reference) vere evenly spaced along a physical

continuum. Listened to in order, the vowels appeared to fora a smooth series

running through the American English vowels /i/, /I/, and it/. The physicat
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spacing of the thirteen vowels corresponded to changes in the frequencies of

the first three formants of a five-formant pattern. Moving along the continuum

from stimulus 1 to stimulus 13, the frequency of the first formant rose in

approximately equal steps while the frequencies of the second and third formants

decreased in approximately equal steps. For stimulus 1, the respective values

of the first three formants were 270.5, 2300, and 3019 cps and for stimulus

13, the respective values were 530.5, 1858, and 2492 cps. Small deviations

from even spacing existed because formant frequencies could only be set within

a few cps. The bandwidths of the first three formants were fixed at 60, 80,

and 100 cps. The frequencies of the fourth and fifth formants were constant

throughout. The duration of each stimulus was 300 msec. The consonant-vowel

syllables consisted of a stop consonant followed by the vowel /8 /. The stimuli

(again labeled 1 through 13), when listened to in order, seemed to form a series

broken into three segments each characterized by a change in stop. To most

North American EnCtsh listeners, the transition seemed to be /g/---/d/---/b/.

Each of the thirteen stimuli was 300 msec in duration. The final 260 msec

corresponded to the vowel portion of the syllable; it was a steady-state vowel

with the first three formants fixed at 700, 1550, and 2600 cps. Before reach-

ing these fixed values, the three formants v-aerwent transitions along para-

bolic contours. The transitions for the second and third formants started at

different points for different stimuli, and it was in terms of these start-

ing points that the stimuli were spaced along the physical continuum. Going

along the continuum from stimulus 1 to 13, the starting frequency for the

second formant decreased in equal steps, while the starting frequency for the

third formant increased in equal steps as far as stimulus 7 and then decreased

in equal steps over the remainder of the range. This variation was designed

to parallel the change in speech sound to be expected if the place of con-

sonantal articulation were to be moved in thirteen equal stages from velar to

alveolar to labial position. The set of thirteen tones was recorded directly

from an audiogenerator. The frequencies of stimuli 1 and 13 were 250 and

298 cps, respectively, with the eleven intermediate stimuli evenly spaced in

steps of 4 cps. The output of the audiogenerator was constant and was recorded

on a Roberts tape recorder.

Experimental Procedure

In preparing stimuli for the experiment, multiple copies of the
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original recordings of the speech stimuli were made on the Roberts recorder.

Magnetic tape segments of each vowel and consonant-vowel syllable were then

cut and spliced to form sequences of stimuli suitable for scaling. Similar

sequences of tones were made by splicing magnetic tape segments of each fre-

quency recorded from the audiogenerator.

The experiment was divided into three parts: (1) vowels, (2) stops, (3)

tones. A single scaling procedure was used throughout. All subjects did the

three parts in the same order and each part was completed before the subject

had any experience with the stimuli of a later part.

The scaling procedure required the subject to listen to two sequences of

stimuli and then to make a judgment. The first sequence always contained the

same seven stimuli, viz., 1-3-5-7-9-11-13. The second sequence always con-

tained three stimuli, viz., 1-x-13, where x is any of the thirteen stimuli.

The subject was required to make a judgment about stimulus x; he was required

to indicate how similar or close stimulus x seemed to be to stimulus 1 (or

stimulus 13). He was not required to identify x in absolute terms but merely

to indicate the position of x by marking a point on a line such that the point

bore the same position in relation to the ends of the line as stimulus x bore

to stimuli 1 and 13. The stimulus presentation is more cumbersome than is

usual for direct magnitude estimation. The procedure was devised by trial and

error and was designed to eliminate context effects. These are discussed in

more detail below.

The subject was given a straight line, seven inches in length, and told

that the left-hand end of the line was zo be taken as representing the first

stimulus and the right-hand end as representing the third stimulus. If the

middle stimulus sounded exactly like the first, the subject was instructed to

place a point at the extreme left-hand end of the line; if the middle stimulus

sounded exactly like the third stimulus, the subject was instructed to place

a point at the extreme right-hand end; if the middle stimulus sounded slightly

different from the first, the instruction was to place a point slightly in

from the left; and so on. Demonstrations and practice were provided until the

subject had mastered the task. In addition, the subject was told that, al-

though there were a number of different stimuli that might occur in the middle

position, any one of them might be repeated. Subjects were discouraged from

trying to identify the middle stimulus; they were urged to respond according

to how similar the stimuli sounded. The two sequences were presented repeatedly

but with random rotation in the choice of stimulus to fill the x position.
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The subject was provided with a sheet with six seven -inch lines horizontally

spaced out between two verticals. There were no labels or other marks to

guide the subject in his judgment. The subject was told to use one line per

judgment and to turn over to new sheets as necessary. No description of the

stimuli was given; subjects were left to form their own frames of reference.

For part one of the experiment, a tape was made containing thirty-nine

replications of the two sequences of stimuli; the middle position was filled

by each of the thirteen stimuli three times; the order was random. There

were two versions of the tape, one a partial rerandomization of the other.

For parts two and three, each tape contained fifty-two replications of the

stimulus sequences; the middle position was filled by each of the thirteen

stimuli four times. The randomization uas restricted so that each of the

thirteen stimuli occurred twice in the first twenty-six presentations and

twice in the second set of twenty-six. (The second set of twenty-six was,

in fact, a partial rerandomization of the first twenty-six.) The vowel data

were collected over eight experimental sessions, and the stop and tone data

were each collected over six sessions. In an experimental session, the sub-

ject listened to a tape once through, making 39 judgments in the case of the

vowels and 52 in the case of the stops and tones. In total, each subject made

312 judgments on each of the three kinds of stimulus.

The timing of the stimulus presentations was as follows: there was a

three-second pause between the end of the first sequence and the beginning of

the second and a five-second period for the subject to make his judgment, and

then the cycle began again with the repetition of the first stimulus sequence.

In each sequence, there was a half-second pause between one stimulus and the

next. The five-second judgment period appeared to be optimum; longer periods

left too much time for doubt, and subjects found the pace helped them form a

suitable set for responding.

The tapes were played on a Hewlett Packard tape deck through a loudspeaker

in a language laboratory. Subjects worked simultaneously but ware not able

to see each other's responses. Practice trials were given at the beginning

of each session.

Context Effects

The experimental procedure required the subject to make a succession of

judgments, and because there was no absolute standard to judge by, the subject
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tended to make judgments in relation to each other. The practical consequence

was that one judgment was partly determined by the preceding one. In the pre-

liminary experiments, this was a serious source of error. With the vowels and

tones, different sets of judgments were obtained for the same triplets presented

in different orders, but with the stops, the effect was either negligible or

absent. It was to overcome the context effect that each triplet was preceded

by the longer (constant) sequence of stimuli. The constant sequence seemed

to reset the subject's frame of reference and to eliminate, or drastically

reduce, interference from the preceding judgment. In order to provide a uniform

procedure throughout the experiment, the constant sequence was also used when

scaling the stops. The fact that the context effect occurred with the vowels

and tones but not with the stop consonants is an important difference between

these classes of stimuli.

Subjects

Six Canadian English-speaking undergraduates at a university in Ontario

served as subjects. Their ages were between 18 and 21; three were male and

three female.

Results and Discussion

In each part of the experiment, the subject judged each of the thirteen

stimuli twenty-four times. The judgments were tabulated by measuring the dis-

tance of each point marked by the subject from the left-hand end of the line.

The mean distance (i.e., judgment) for each stimulus is shown on the ordinates

in Figure 1. Results are shown separately for each subject. The ordinates

are calibrated so that 0 corresponds to a point marked at the extreme left-

hand end of the line and 1.0 to a point marked at the extreme right-hand end

of the line. There are clear individual differences, but the curves tend to

exhibit certain common features from subject to subject. For stops, the curves

seem to be broken into three segments; for tones, they seem essentially contin-

uous; while for vowels, there is a tendency for the curves to be intermediate

in form to the other two. Figure 2 shows mean curves calculated over the six

subjects.

The clear trends and the consistency from subject to subject seem an ad-

equate answer to one question posed by the study: the speech tr!.muli are

scalable by the method used.
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The judged distance along a perceptual continuum

of each member of a series of thirteen stimuli.

Subject 1 Subject 2

Subject 4

1 2 3 4 3 4 7 11 9 10 11 12 13
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STIMULUS NUMBER

III

III
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Note: 0 and 1.0 represent points on the continuum corresponding
to the first and last members of the series. There were three
series of stimuli: vowels, stops, and pure tones.
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The speech stimuli were spaced along a physical continuum covering

three phonemes so that each sequence cut across phoneme boundaries. Ad-

jacent stimuli either fell within a single phoneme category or fell in a

region of transition from one phoneme category to the next. How did these

phoneme boundaries affect the judgments? The effect of phoneme boundaries

on perception has been reported by a number of workers: Eimas (1963);

Griffith (1958); Liberman et al. (1957); Studdert-Kennedy et al. (Y963,

1964); Fry et al. (1962); Stevens et al. (1963). The synthetic speech

stimuli of the present investigation were previously used in a study by

Stevens, Liberman, Studdert-Kennedy and Oilman (1969). These workers

establisl-ed phoneme boundaries for both the vowels and stops. The stimuli

in each set showed some overlapping, but the general picture was clear.

For stops, the preponderance of identification responses placed stimuli

1, 2, and 3 in phoneme category /g/; stimuli 4, 5, 6, and 7 in phoneme

category /d/; and stimuli 9, 10, 11, 12, and 13 in phoneme category /b/.

For vowels, a preponderance of responses placed stimuli 1, 2, 3, and 4

in phoneme category /i/; stimuli 5, 6, 7, 8, and 9 in phoneme category

/I/; and stimuli 10, 11, 12, and 13 in phoneme category /6/.

In the present experiment, these phoneme boundaries can be seen to

have a marked effect upon the judgment of the stops and a small, perhaps

negligible, effect upon the judgment of the vowels. In general, for

stops, there was little change in judgment from one stimulus to the next

when the stimuli fell in the same phoneme category but a marked change

in judgment when the stimuli crossed a phonema boundary. For vowels, the

change in judgment seemed to be more a continuous function of stimulus

variation along a continuum and was little affected by the phoneme bounda-

ries. The nonspeech stimuli, the tones, gave results like the vowels,

only the curves are somewhat smoother.

These results tend to confirm the findings of Stevens et al. (1969),

who also obtained discrimination functions for the stimuli. They showed

that discrimination of adjacent members of the stimulus series was poorest

when the pair fell at the center of a phoneme category and best when the

pair fell in different phoneme categories. This phenomenon was far more

marked in the case of the stops than of the vowels. In the case of the

stops, discrimination was little better than would have been the case if

the subject had been able to discriminate about as well as he could

identify. In the case of the vowels, however, discrimination was considerably
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better than could be predicted from the identification data; as in the present

experiment, the vowel data tended to bear more of a continuous relation to the

stimulus variation.

Thus, the two experiments, using very different psychophysical proceklures,

agree in making a distinction between steady-state vowels and stop consonants

that may amount to a difference in mode of perception. The stimuli for the

stop consonants tend to be perceived in terms of category of identification to

a much greater extent than the stimuli for the steady-state vowels; the dif-

ference amounts to a greater limitation on the perception of stimulus differ-

ences for stops than for vowels. The vowels seem to be closer to the tones in

mode of perception, but it is possible that vowels presented in a context of

other speech sounds would behave more like the consonants. The present scaling

technique seems to provide a fairly suitable method of comparing the perceptual

characteristics of different classes of speech sound.
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On the Speech of Neanderthal Man*

Philip Lieberman+ and Edmund S. Crelin++

Language is undoubtedly the most important factor that differentiates man from

other animals. It is, in itself, a system of abstract logic, allowing man to

extend his rational ability. Indeed, it has often been virtually equated with

man's abstract logical ability (Chomsky, 1966). It is therefore of great in-

terest to know when a linguistic ability similar to that of modern man evolved.

One of the most significant determinants of the form of man's linguistic ability

is his use of "articulate" speech. We will discuss the speech ability of an

example of Neanderthal man, the La Chapelle-aux-Saints fossil, in the liglort

of its similarity to certain skeletal features in Newborn humans. We herein

use the term "Neanderthal" as referring to the so-called classic Neanderthal
11

man of the Wurm or last glacial period.
1

Our discussion involves essentially two factors. We have previously

determined by means of acoustic analysis that Newborn humans, like nonhuman

primates, lack the anatomical mechanism that is necessary to produce articu-

late speech (Lieberman, 1968; Lieberman et al., 1968, 1969), that is, they

cannot produce the range of sounds that characterizes human speech. We can

now demonstrate that the skeletal features of Neanderthal man show that his

*To be published in Linguistic Inquiry 2, No. 2, March 1971.

+Haskins Laboratories, New Haven, and University of Connecticut, Storrs.

++Yale University School of Medicine, New Haven.
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1The La Chapelle-aux-Saints fossil as described by Boule (1911-13) is perhaps
the archetypal example of "classic" Neanderthal man. As Howells (1968) notes,
there is a class of classic Neanderthal fossils that can be quantitatively dif-
ferentiated from other fossil hominids. We recognize that some of these other
fossil hominids exhibit characteristics that are intermediate between classic
Neanderthal man and modern Man. These fossi-qt may have possessed intermediate
degrees of phonetic ability, but we will limit our discussion to the La Chapelle-
aux-Saints fossil in this paper.
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supralaryngeal vocal apparatus was similar to that of a Newborn human. We

will also discuss the status of Neanderthal man in human evolution.

The Anatomical Basis of Speech

Human speech is essentially the produce of a source (the larynx for

vowels) and a supralaryngeal vocal tract transfer function. The supra-

laryngeal vocal tract, which extends from the larynx to the lips, in effect

filters the source (Chiba and Kajiyama, 1958; Fant, 1960). The activity of

the larynx determines the fundamental frequency of the vowel, whereas its

formant frequencies are the resonant modes of the supralaryngeal vocal tract

transfer function. The formant frequencies are determined by the area function

of the supralaryngeal vocal tract. The vowels /a/ and /i/, for example, have

different formant frequencies although they may have the same fundamental

frequency. Sounds like the consonants /b/ and /d/ may also be characterized in

terms of their formant frequencies. Consonants, however, typically involve

transitions or rapid changes in their formant frequencies, which reflect rapid

changes in the area function of the supralaryngeal tract. The source for many

consonants like /p/ or /s/ may be air turbulence generated at constrictions

in the vocal tract.

A useful mechanical analog to this aspect of speech production is a

pipe organ. The musical quality of each note is determined by the length and

shape of each pipe. (The pipes have different lengths and may be open at one

end or closed at both ends.) The pipes ere all excited by the same source.

The resonant modes of each pipe determine the pipe's "filter" function. In

human speech, the phonetic qualities that differentiate ,owels like /i/ and

/a/ are determined by the resonant modes of the supralaryngeal vocal tract.

The acoustic theory of speech production, which we have briefly outlined,

thus relates an acoustic signal to a supralaryngeal area function and a source.

It is therefore possible to calculate the range of sounds that an animal can

produce if the range of supralaryngeal vocal tract area function variation is

known. The phonetic repertoire of the animal can be further expanded if dif-

ferent sources are used with similar supralaryngeal vocal tract area functions.

We can, however, isolate the constraints that the range of supralaryngeal

vocal tract variation will impose on the phonetic repertoire by studying the

effects of different source functions. In short, we can see what limits would

be imposed on the Neanderthal phonetic repertoire by studying his supralaryngeal

vocal tract even though we cannot reconstruct his larynx.
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Skeletal Structure

The han Newborn specimens used In this study were six skulls and six

heads and necks completely divided in the midsagittal plane plus all of the

cadavers dissected by the coauthor (E.S.C.) for his book on newborn anatomy

(Crelin, 1969). The specimens of adult Man were fifty skulls, six heads and

necks completely divided in the midsagittal plane, and the knowledge derived

from dissections of adult cadavers made by the coauthor and his students

during twenty continuous years of teaching human anatomy. The Neanderthal

specimens were casts of two skulls with mandibles and an additional mandible of

the fossil man from La Chapelle-aux-Saints described by Houle (1911-13). The

casts were purchased from the Museum of the University of Pennsylvania. De-

tailed measurements were made on the casts and from photographs of this

fossil. The original fossil was also examined at the Muse de L'Homme in

Paris by one of the authors (P.L.). Skulls of a chimpanzee and of an adult

female gorilla were also studied.

When the skulls of Newborn and adult Man are placed beside the cast of

the Neanderthal skull, there appears to be little similarity among them,

especially from an anterior view (Fig. 1). Much of this is due to the dis-

parity in size: when they are all made to appear nearly equal in size and

are viewed laterally, the Newborn skull more closely resembles the Neanderthal

skull than that of adult Man (Fig. 2). The Newborn and Neanderthal skulls are

relatively more elongated from front to back and relatively more flattened

from top to bottom than that of adult Man. The squamous part of the temporal

bone is similar in Newborn and Neanderthal (Fig. 2). The fact that the mastoid

process is absent in Newborn and relatively small in Neanderthal adds to their

similarity when compared with the skull of adult Man shown in Figure 2.

However, the size of the mastoid process varies greatly in adult Man. It is

not unusual to find mastoid processes in normal adult Man as small as those

of Neanderthal, especially in females. The mastoid process is absent in the

chimpanzee and relatively small in the gorilla. Other features that make the

Newborn and Neanderthal skulls appear similar from a lateral view are the shape

of the mandible and the morphology of the base of the skull.

Newborn and Neanderthal lack a chin; thus they share a pongid

characteristic (Fig. 2). The body of the Newborn and Neanderthal mandible

is longer than the ramus, whereas they are nearly equal in adult Man (Fig. 3).

The posterior border of the Newborn and Neanderthal mandibular ramus is more

inclined away from the vertical plane than is that of adult Man. In
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Newborn and Neanderthal, there is a similar inclination of the mandibular fora-

men leading to the mandibular canal through which the inferior alveolar artery

and nerve pass (Fig. 4). The mandibular coronoid process is broad and the

mandibular notch is relatively shallow in Newborn and Neanderthal (Fig. 3).

The pterygoid process of the sphenoid bone is relatively short and the

posterior border of its lateral lamina is more inclined away from the vertical

plane in Newborn and Neanderthal when compared with adult Man (Fig..3). The

styloid process is also more inclined away from the vertical plane in Newborn

and Neanderthal than in adult Man (Fig. 3). There are sufficient fossil remains

of the Neanderthal left styloid process to determine accurately its original

approximate size and inclination.

The dental arch of the Newborn and Neanderthal maxillas is U-shaped, a

pongid feature, whereas it is more V-shaped in adult Man (Fig. 5).

In the Newborn skull the anteroposterior length of the palate is less than

the distance between the posterior border of the palate and the anterior border

of the foramen magnum, i.e., 2.1 cm average (range 2.0-2.2 cm) and 2.6 cm

average (range 2.5-2.7 cm) respectively (Fig. 5). In Neanderthal, the length of

the palate is equal to the distance between the palate and the foramen magnum,

i.e., 6.2 cm. In the skull of adult Man, the length of the palate is greater

than the distance between the palate and the foramen magnum, i.e., 5.1 cm

average (range 4.6-5.7 cm) and 4.1 cm (range 3.6-4.9 cm) respectively. Only

two of the fifty skulls of modern, adult Man studied were exceptions. In one,

the distance between the palate and the foramen magnum was 0.4 cm greater than

the length of the palate, and in the other, th.e distances were the same (4.6 cm).

Note the great absolute distance between the palate and the foramen magnum in

Neanderthal man compared to adult Man. The greater distance between the palate

and the foramen magnum in Newborn and Neanderthal when compared with adult Man

Is related to the similar relative site and shape of the roof of the nasophar-

ynx in Newborn and Neanderthal. The basilar part of the occipital bone, be-

Men the foramen magnum and the sphenoid bone, is only slightly inclined away

from the horiiontal toward the vertical plane in these specimens (Fig. 5).

Therefore, the roof of the naaopharynx is a relatively shallow and elongated

arch, whereas in adult Man it forma a relatively deep, short arch (Figs. 8 and 9).

In adult Man, without exception, the basilar part of the occipital bone is

inclined more toward the vertic plane than the horizontal plane. The vomer

bone in Newborn and Neanderthal is relatively shorter in its vertical height

than is that in Nan, and its posterior border is inclined away from the vertical

plane to a greater degree, thus affecting the shape of the roof of the naaopharynx
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(Figs. 5 and 9).

In Figure 5 the foramen magnum is shown to be elongated in the antero-

posterior plane in the Newborn, Neanderthal, and adult Man. Its shape is

variable in both Newborn and adult Man, where it is frequently more circular.

The occipital condyles of Neanderthal are similar to those of the Newborn

and the gorilla in that they are relatively small and elongated. Since the

second, third, and fourth cervical vertebrae of the man from La Chapelle-aux-

Saints are lacking, they were reconstructed to conform with those of adult

Man (Fig. 6). The Neanderthal skull is placed on top of an erect cervical

vertebral column instead of on one sloping forward as depicted by Soule

(1911-13) and Keith (1925). This is in agreement with Straus and Cave (1957).

In addition, the spinous processes of the lower cervical vertebrae shown

for adult Man in Figure 6 are curved slightly upward. They are from a normal

vertebral column and were purposely chosen to show that those of Neanderthal

were not necessarily pongid in form. In fact, the cervical vertebral column

of Neanderthal also resembles that of Newborn (Fig. 6).

Reconstruction of the Su ralar n eal Vocal Tract

In order to reconstruct the supralaryngeal vocal tract of Neanderthal,

it was essential to locate the larynx properly. Because of the many simi-

larities of the base of the skull and the mandible between Newborn and

Neanderthal, coupled with the known detailed anatomy of Newborn, of adult

Man, and of apes, it was possible to do this with a high degree of confidence

(Fig. 6). Although the larynx was judged to be positioned as high in Neander-

thal an as in Newborn and apes, it was, in this model, dropped to a slightly

lower level to give the Neanderthal every possible advantage in his ability

to speak.

Once the position of the larynx in Neanderthal was determined, it was

a rather straightforward process to reconstruct his tongue and pharyngeal

musculature (Fig. 7). The next step was to reconstruct the vocal tract of

Neanderthal by building his laryngeal, pharyngeal, and oral cavities with

modeling clay in direct contact with the skull cast. After this was done,

a silicone-rubber cast of the air passages, including the nasal cavity, was

made from the clay mold. At the same time, similar casts were made of the

air passages, including the nasal cavity, of Newborn and adult Man. This was

done by filling each side of the split air passages separately in the sagit-

tally-sectioned Newborn and adult Man heads and necks to ensure perfect filling
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of the cavities. The casts from each side of a head and neck were then

fused together to make a complete cast of the air passages.

Even though the cast of the Newborn air passages is much smaller than

those of Neanderthal and adult Man, it is apparent (Fig. 8) that the casts

of the Newborn and Neanderthal are quite similar and have pongid character-

istics (Negus, 1949). When an outline of the air passages from all three are

made nearly equal in size, one can more readily recognize the basic differences

and similarities (Fig. 9). Although the nasal and oral cavities of Neanderthal

are actually larger than Oose of adult Man, they are quite similar in shape

to those of Newborn, being very elongated. The high position of the opening

of the larynx into the pharynx in Newborn and apes is directly related to the

high position of the hyoid bone; the opening of the larynx into the pharynx

is, therefore, in a high position (Fig. 9). The development of the Newborn

pharynx into the adult type is primarily a shift in the location of the opening

of the larynx into it from a high to a low position. This is probably the

result of differential growth where the posterior third of the tongue, between

the foramen cecum and the epiglottis, shifts from a horizontal resting position

within the oral cavity to a vertical resting position to form the anterior

wall of the oral part of the pharynx (Fig. 9). In this shift, the epiglottis

becomes widely separated from the soft palate. Also, the large, posterior

portion of the pharynx below the opening of the larynx in the Newborn is lost

as it, in large part, becomes part of the altquired supralaryngeal portion.

Supralaryngeal Vocal Tract Limits on the Neanderthal Phonetic Inventory

We cannot say Much about either the laryngeal source or the dynamic con-

trol of Neanderthal man's vocal apparatus. We can, however, determine some

of the limits on the range of sounds that Neanderthal man could have pro-

duced by modeling the reconstruction of his supralaryngeal vocal tract.

We measured the cross-sectional area of the Neanderthal and Newborn

vocal tracts shown in Figure 8 at 0.5 cm intervals. These measurements

gave us "neutral" area functions which we perturbed toward area functions

that would be reasonable if a Newborn or a Neanderthal vocal tract attempted

to produce the full range of human vowels. This can be conveniently done by

attempting to produce vowels that are as near as possible to /u/, /a/, and

/i/ (the vowels in the words boot, father, and feet). These the vowels

delimit the human vowel space (Fent, 1960). We also investigated vocal tract

area functions for various consonants. In all of these area functions, we made
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use of our knowledge of the skull and muscle geometry of adult Han and Newborn

and the Neanderthal skull as well as cineradiographic data on vocalization in

adult Man (Perkell, 1969) and Newborn (Truby et al., 1965). When we were in

doubt as, for example, with respect to the range of variation in the area of

the larynx, we used data derived from adult Man that would enhance the phonetic

ability of the Neanderthal vocal tract (Fent, 1960).

Typical supralaryngeal area functions for the nonnasal portion of the

Neanderthal vocal tract are plotted in Figure 10. We were able to determine

what sounds would result from these area functions by using them to control

a computer-implemented analog of the supralaryngeal vocal tract.

The computer program represented the supralaryngeal vocal tract by

means of a series of contiguous cylindrical sections, each of fixed area.

Each section can be described by a characteristic impedance and a complex

propagation constant, both of which are well-known quantities for uniform

cylindrical tubes. Junctions between sections satisfy the constraints of

continuity of pressure and conservation of volume velocity (Henke, 1966). In

this fashion, the computer program calculated the three lowest formant frequen-

cies of the vocal tract 2ilter system which specify the acoustic properties

of a vowel (Chiba and Kajiyama, 1958; Fant, 1960).

In Figure 11, the first and second formant frequencies of the vowels

of American English are plotted for a sample of seventy -six adult men, adult

women, and children (Peterson and Barney, 1952). The labeled, closed loops indi-

cate the data points that accounted for 90 percent of the samples in each vowel

category. The points plotted in Figure 12 represent the formant frequencies that

corresponded to our simulated Neanderthal vocal tract. We have duplicated the

vowel "Icops" of Figure 11 in Figure 12. Note that the Neanderthal vocal tract

cannot produce the range of sounds plotted for the human speakers in Figure 11. We

have compared the formant frequencies of the simulated Neanderthal vocal tract

with this comparatively large sample of human speakers, since it shows that

the speech deficiencies of the Neanderthal vocal tract are different in kind

from the differences that characterize human speakers, even when the sample

includes adult men, adult women, and children. The acoustic vowel space of

American English would not appear to be anomalously large compared to other

languages, although exhaustive acoustic data is lacking for many languages

(Chiba and Kajiyama, 1958; Fent, 1960). It is not necessary to attempt to

simulate the sounds of all languages with the computer-implemented Neanderthal

vocal tract since the main point that we are trying to establish is whether
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Neanderthal man could produce the full range of human speech. Figures 11 and

12 show that the Neanderthal vocal tract cannot produce the full range of

American English vowels. Note the absence of data points in the vowel loops

for /u/, /1/, /a/, and /0/ in Figure 12. Since all human speakers can inherent-

ly produce all the vowels of American English, we have established that the

Neanderthal phonetic repertoire is inherently limited. In some instances, we

generated area functions that would be appropriately human-like, even though

we felt that we were forcing the articulatory limits of the reconstructed

Neanderthal vocal tract, e.g., functions 3, 9, and 13 in Figure 10. However,

even with these articulatory gymnastics, the Neanderthal vocal tract could not

produce the vowel range of American English. The computer simulation was also

used to generate consonantal vocal tract functions. It indicated that the

Neanderthal vocal tract was limited to labial and dental consonants like /b/

and Id/.

The Neanderthal vocal tract also might lack the ability to produce contrasts

between nasal and nonnasal sounds. In humar. speech the nasal cavity acts as a

parallel resonator when the velum of the soft palate is lowered, e.g., in the

initial consonant of the word mat. The parallel resonator introduces energy

minima into the acoustic spectrum and widens the bandwidths of formants (Fant,

1960). In the Neanderthal vocal tract, the posterior pharyngeal cavity,

which leads to the esophagus, will act as a parallel resonator whether or not

the nasal cavity is coupled to the rest of the vocal tract. The energy minima

associated with the parallel pharyngeal resonator, however, occur at rather

high frequencies, and it is not clear whether they will have a perceptual ef-

fect. Our computer simulation_ did not allow us to introduce parallel resonators,

so we could not investigate this phenomenon quantitatively. It is possible

t.iat all Neanderthal vocalizations had a "nasal" or "seminasal" quality.

We modeled the Newborn vocal tract in the same manner as the Neanderthal

vocal tract. The computer output of the Newborn vocal tract was in accord with

instrumental analyses of Newborn cry and perceptual transcriptions of Newborn

vocalizations (Lieberman et al., 1968). The modeling of the Newborn vocal tract

thus served as a control on the way in which we estimated the range of supra-

laryngeal area functions and the synthesis procedure. If we had not been able

to synthesize the full range of Newborn vocalizations, we would have known that

we were underestimating the range of supralaryngeal vocal tract variation in

Neanderthal. But since we followed the same procedures for the Neanderthal

and Newborn vocal tracts, and indeed "forced" the Neanderthal vocal tract to
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its limits, it is reasonable to conclude that we have not underestimated the

phonetic range of the reconstructed Neanderthal vocal tract.

Our computer simulation thus shows that the supralaryngeal vocal

tract of Neanderthal man was inherently incapable of producing the range of

sounds that is necessary for the full range of human speech. Neanderthal

man could not produce vowels like /a/, /u/, or /p/ (the vowel in the

word brought), nor could he produce consonants like /g/ or /k/. All of these

sounds involve the use of a variable pharyngeal region like Man's, where the

dorsal part of the tongue can effect abrupt and extreme changes in the

cross-sectional area of the pharyngeal region independent of activity in the

oral region.
2

The area functions in Figure 13 are typical of the human vowels

/a/, /u/, and /i/.

The Neanderthal vocal tract, however, has more "speech" ability than that

of nonhuman primates. The large, cross-sectional area function variations

that can be made in the Neanderthal oral region make this possible, since the

Neanderthal mandible has no trace of a simian shelf (Boule, 1911-13) and the

tongue is comparatively thick. It can produce vowels like /I/, /e/, /U/, and

/0e/ (the vowels in the words bit, bet, put, and bat) in addition to the

reduced schwa vowel (the first vowel in about). Dental and labial consonants

like /d/, /b/, /s/, /z/, /v/, and /f/ are also possible, although nasal

versus nonnasal contrasts may not have been possible. If Neanderthal man

were able to execute the rapid, controlled articulatory maneuvers that are

necessary to produce these consonants and had he the neural mechanisms that

are necessary to perceive rapid formant transitions [special neural mechanisms

appear to be involved in Man (Whitfield, 1969; Liberman et al., 1967)], he

would have been able to communicate by means of sound. Of course, we do not

know whether Neanderthal man had these neural skills, but even if he were able

to make optimum use of his speech-producing apparatus, the constraints of his

supralaryngeal vocal tract would have made it impossible for him to produce

"articulate" human speech, i.e., the full range of phonetic contrasts employed

by modern Man.

2Several studies (Negus, 1949; DeBrul, 1958; Coon, 1966) have suggested that
the evolution of the human pharyngeal regicn played a part in making "articulate"
speech possible. Negus (1949) indeed presents a series of sketches based on
reconstructions by Arthur Keith where he shows a high laryngeal position for
Neanderthal man.
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On the Evolutionary Status of Neanderthal Man: Speech Apparatus, Bratn, and
Language

Of all the living primates, only Man has an extensive supralaryngeal-

pharyngeal region that allows all of the intrinsic and extrinsic pharyngeal

musculature to function at a maximum for speech production by changing the

shape of the supralaryngeal vocal tract (Negus, 1949). It appears that the

ontological development of the vocal apparatus in Man is a recapitulation of

his evolutionary phylogeny.
3

If so, Neanderthal was an early offshoot from

the mainstream of hominids that evolved into modern Man, just as Houle (1911-

13) recognized. It is unlikely that Neanderthal man can represent a specialized

form of modern Man (Coon, 1966) or an extremely specialized species that

evolved from Homo sapiens (Leakey and Goodall, 1969).

3Apart from the absence of brow ridges and certain other specializations, the
total form of the Newborn and Neanderthal skulls makes them members of the same
class as differentiated from modern adult Man. The various anatomical features
that we have discussed indicate this similarity, but the total similarity of
the complex form is most evident to the human pattern recognizer. Human ob-
servers are still the best "pattern recognition systems" that exist. Modern
statistical and computer techniques, while they are often helpful, have yet
to achieve the success of human observers whether music, speech, or "simple"
visual forms, like cloud patterns, form the input. Both the Neanderthal and
the Newborn skulls have a "flattened out base where there is space for the
larynx to assume a high position with respect to the palate. The anatomical
similarities between the Newborn and the Neanderthal skulls are also evident
in the La FerrassieI and Monte Circeo skulls, as well as the La Quina child's
skull (estimated age, 8 years).

The La Quina skull, which lacks the massive brow ridges of the adult Ne-
anderthal skulls, retains the anatomical features that result in a flattened
out base. These similarities, of course, recall Haeckel's "Law of Recapitula-
tion" (1907). Neanderthal man and modern Man probably had a common ancestor
who had a flattened out skull base and a high laryngeal position, but who
lacked massive brow ridges. The skills of Newborn modern man and the La Quina
Neanderthal child both point to this common ancestor insofar as they lack
massive brow ridges, although they retain the aforementioned similarities.
Classic Neanderthal man and the ancestors of modern Man diverged. The massive
brow ridges of adult Neanderthal man reflect this divergence. They are a
specialization of Neanderthal man. We do not find any trace of brow ridges
in Newborn modern man since classic Neanderthal man is not a direct ancestor
of modern man. He perhaps is a "cousin." The evidence which many scholars
have interpreted as a general and complete refutation of Haeckel's theory should
be reconsidered. The process of mutation and natural selection of necessity
results in many variations. It is not surprising to find the presence of what
appear to be many fossil species that are not in the direct line of human
evolution. There is no reason to assume that all of the evolutionary hominid
"experiments" are direct ancestors of modern man or that all fossil species of
elephants are direct ancestors of modern elephants, etc. Many discussions of
Haeckel's theory implicitly make this erroneous assumption when they review
ontogenetic and phylogenetic data. Ontogenetic evidence can provide valuable
Insights into the evolution of living species.
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Natural selection would act for the retention of mutations that de-

veloped a pharyngeal region like Man's because these developments increase

the number of "stable" acoustic signals that can be used for communication.

The sounds used in human language tend to be acoustically "stable." They

are the result of sworalaryngeal vocal tract configurations where deviations

from the "ideal" sllape result in signals that do not differ greatly from

the acoustic signal; that the ideal shape produces (Stevens, in press).

Errors in articulation thus have minimal effect on the acoustic character of

the signal. The vowels /a/, /i/, and /u/ are the nost stable vowels. The Nean-

derthal Fupralaryngeal vocal tract cannot produce these vowels which involve

a variable pharyngeal region and the associated musculature (Figs. 7, 9,

and 13). The descent of the larynx to its lower position in adult Man

thus would follow from the advantages this confers in communication. The

adult human laryngeal position is not advantageous for either swallowing or

respiration. The shift of the larynx from its position in Newborn and

Neanderthal is advantageous for acquiring articulate speech but has the

disadvantage of greatly increasing the chances of choking to death when

a swallowed object gets lodged in the pharynx. In this respect, nonhuman

primates also have an anatomical advantage (Negus, 1949). The only function

for which the adult human vocal tract is better suited is speech.

In our synthesis procedure, we made maximum use of the reconstructed

Neanderthal vocal tract. This perhaps yielded a wider range of sounds than

Neanderthal man actually produced. It is possible, however, that Neanderthal

man, who had a large brain, also made maximum use of his essentially non-

human vocal tract to establish vocal communication. This would provide the

basis for mutations that lowered the larynx and expanded the range of vocal

communication in modern Man's ancestral forms.

Whether or not he did possess this mental ability may never be known.

A fairly good intracranial cast was made from the La Chapelle-aux-Saints

fossil (Boule and Vallois, 1957). Although Neanderthal has a cranial capacity

equal to that of modern Man, this cannot be regarded as a reliable indicator

of his mental ability. Cranial capacity varies greatly in modern Man and

cannot be correlated with individual mental ability. There are indications

that Neanderthal may not have had a sufficiently developed brain for articulate

speech since his brain, although large, had relatively small frontal lobes

(Fig. 14). From the developmental and phylogenetic viewpoints, it is

the differences in the frontal lobes that most distinguish the human from the
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SCHEMATIZED AREA FUNCTIONS FOR THE HUMAN VOWELS /a/, /u/, AND /1/
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subhuman brain (Crosby et al., 1962). Although the frontal lobes of the

Newborn are well developed, the brain has some grossly primitive features

(Crelin, 1969).

The incline of the basilar part of the occipital bone of the Newborn

skull results in a corresponding incline of the adjacent brain stem away

from the vertical plane to form a marked angle where it passes vertically

out of the foramen magnum to become the spinal medulla (cord). In adult

Man the vertically oriented brain stem follows from the inclination of the

adjacent basilar part of the occipital bone (Fig. 9). Since the base of

the Neanderthal skull is so similar to that of the Newborn, we may assume that

the brain stem was similarly inclined (Fig. 14). Soule and Vallois (1957)

noted that on the Neanderthal intracranial cast the lateral sulcus of the

brain gaped anteriorly. They interpreted this as an exposure of thr! insula.

If this is true, it is another similarity between the Neanderthal and the New-

born brains. During brain development in modern Man, the insula gradually

becomes completely covered by the enlarging inferior frontal gyrus. At

birth, the insula is still exposed (Crelin, 1969; see Fig. 14). Since the

insula also becomes completely covered by the inferior frontal gyrus in apes,

it would be illogical to suppose that it would not do so in Neanderthal as

well (Connolly, 1950). Therefore, that interpretation of the exposure of the

insula in the Neanderthal brain is disputed.

Note that we are not claiming that neural developments played no role in

the evolution of speech and language. We are simply stating that the ana-

tomical mechanism for speech production is also necessary. The two factors

together produce the conditions sufficient for the development of language.

There is, indeed, some evidence that shows that the speech output mechanism

and neural perceptual mechanisms may interact in a positive way. In recent

years, a "motor" theory of speech perception has been developed (Liberman et

al.,1967). This theory shows that speech is "decoded" by Man in terms of the

articulatory maneuvers that are involved in its production. Signals that are

quite different acoustically are identified as being the same by means of

neural processing that is structured in terms of the anatomical constraints

of Man's speech production apparatus. Signals that are acoustically similar

may in different contexts, be identified as being dissimilar by the same

process. Animals like bullfrogs also "decode" their meaningful sounds by

means of detectors that are structured in terms of the anatomical constraints

of their sound-producing systems (Capranica, 1965).. These neural processes

are species-specific, and they obviously can evolve only as, or after, the
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species develops the ability to produce specific sounds. The brain and the

anatomical structures associated with signaling thus evolve together. Enhanced

signaling, i.e., phonetic ability, correlates with general linguistic ability

in the living primates, where modern man and the nonhuman primates are the

extremes (Lieberman, 1968; Lieberman et al., 1969).

The articulatory maneuvers that underlie human speech constrain the entire

neural embodiment of the grammar of language. The range of sounds and phonetic

contrasts of speech form "natural" dimensions that structure the phonologic,

syntactic, and lexical properties of all human languages. (Jakobson et al.,

1963; Postal, 1968; Lieberman, 1970). The hypothetical language that Neanderthal

man could have employed would have been more "primitive" in a meaningful sense

than any human language. Fewer phonetic contrasts would have been available

for the linguistic code.

Fully developed "articulate" human speech and language appear to have been

comparatively recent developments in Man's evolution. They may be the primary

factors in the accelerated pace of cultural change. Our conclusions regarding

Neanderthal man's linguistic ability, which are based on anatomical and acoustic

factors, are consistent with the inferences that have been drawn from the rapid

development of culture in the last 30,000 years in contrast to the slow rate of

change before that period (Dart, 1959).

Conclusion

Neanderthal man did not have the anatomical prerequisites for producing

the full range of human speech.
4

He probably also lacked some of the neural

detectors that are involved in the perception of human speech. He was not as

well equipped for language as modern man. His phonetic ability was, however,

more advanced than those of present day nonhuman primates, and his brain may

have been sufficiently well developed for him to have established a language

based on the speech signals at his command. The general level of Neanderthal

4Debetz (1961), in connection with attempts to explain directly the causes for
the appearance of certain characteristics belonging to Homo sapiens, notes that,
"...the pecularities of the skull, whose importance in the evolution of man is
not in any case less important than the peculiarities in the structure of the
hand and of the entire body, remain inexplicable." We have shown that some of
the differences between the skull structure of classic Neanderthal man and Homo
sapiens are relevant to the production of the full range of human speech. Earlier
unsuccessful attempts at deducing the presence of speech from skeletal structures,
which are discussed by Vallois (1961), were hampered by the absence of both a
quantitative acoustic theory of speech production and suitable anatomical com-
parisons with living primates that lack the physical basis for articulate human
speech.
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culture was such that this limited phonetic ability was probably utilized and

that some form of language existed. Neanderthal man thus represents an inter-

mediate stage in the evolution of language. This indicates that the evolution

of language was gradual, that it was not an abrupt phenomenon. The reason that

human linguistic ability appears to be so distinct and unique is that the inter-

mediate stages in its evolution are represented by extinct species.

Neanderthal culture developed at a slow rate. We may speculate on the

disappearance of Neanderthan man, and we can note that his successors, for ex-

ample, Cro Magnon man, who inhabited some of the old Neanderthal sites in the

Dordogne (Boule and. Vallois, 1957), had the skeletal structure that is typical

of Man's speech mechanism. Neanderthal man's disappearance may have been a

consequence of his linguistic--hence intellectual--deficiencies with respect

to his spaiens competitors. In short, we can conclude that Man is human because

he can say so.
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Glottal Adjustments for English Obstruents*

Masayuki Sawashima+
Haskins Laboratories, New Haven

Observation of the larynx for articulation of English consonants in running

speech were made by using a coherent fiberoptics bundle. The procedures were

as follows:

The fiberoptics bundle was inserted through the nose and positioned in

the hypopharynx so as to obtain a good view of the glottis. A 16mm cinecamera

was attached to the external end of the optics. The cinecamera was driven by

a synchronous motor at sixty frames per second. Simultaneously with the film-

ing, speech signals were recorded on tape together with synchronization time

marks.

A list of sentences consisting of from three to fifteen syllables each

and containing voiced and voiceless consonants were read aloud by three native

American English talkers. Slide 1 shows selected frames of the motion picture

for the sentence "Rub Billy's head with this towel." Each frame is correlated

with the proper point in the sound spectrogram. A narrow-band trace is dis-

played above the wide-band pattern to show the voicing during speech. The

symbols at the bottom are those of a broad phonetic transcription of the utter-

ance.

In the leftmost frame, we see the larynx in inspiratory position with wide-

open glottis before the utterance. The next frame shows the situation imme-

diately before voice onset. The larynx is in phonatory position and the ary-

tenoids are closed, while a narrow spindle-shaped opening is seen along the

membranous portion of the glottis. The next frame shows almost the same posi-

tion of the larynx, in which the blurred edges of the vocal folds indicate

vibratory motion. The next frame is for the (b)- closure of "Rub Billy's."

Were also, the larynx is in phonatory position with vibrating vocal folds.

Its appearance is almost the same as in the next frame for the following vowel.

MININI
*Paper presented at the meeting of Hey York Speech and Hearing Association,
May 1970.

4-On leave from the University of Tokyo.
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The sixth frame is for the transition from [z) to (h) of "Billy's head."

The glottis is open with separated arytenoids. A sharp definition of the

vocal fold edges indicates the cessation of vibration. The last frame shows

the glottis just before the release of ft) of "towel." The opening of the

glottis is as large as, or a little larger than, during the transition from

(z) to [h).

On the films taken for the three subjects, we made a frame-by-frame analy-

sis of the laryngeal state during the articulation of various consonants.

In the frame analysis, the following features were examined:

1) opening and closing timing for the arytenoid cartilages

24 interruption and resumption of vocal fold vibration

3) maximum width of glottal aperture

4) width of glottal aperture at the time of oral release of the stop closure.

The corresponding spectrograms were used to fix the times of supraglottal

articulatory gestures, as well as those of interruption and resumption of

glottal pulses.

Our data revealed that, in voiceless aspirated stops and voiceless frica-

tives, there was a wide opening of the glottis with separation of the arytenoids,

as well as interruption of glottal vibration. On the other hand, findings for

the voiceless unaspirated stops and voiced consonants were somewhat complicated.

In Slide 2, the voiced and voiceless unaspirated stops, /b,g/ and /p,k/,

are classified in two ways, depending on whether or not the vocal folds ceased

to vibrate and whether or not the arytenoids were separated. In the lower

right quadrant are the pooled data for three subjects.

In general, the sets /b,g/ and /p,k/ can be described as follows: most /boll/

tokens show no arytenoid separation and no interruption of glottal vibration.

Most cases of /p,k/ show both separation of arytenoids and interruption of vibration.

At the same time, we should note that a few cases showed separation of the arytenoids

and that some had an interruption of glottal vibration. There are, moreover, a

large number (fifteen cases) of /p,k/ tokens in which no separation of the ary-

tenoids was observable, while a few showed no interruption of glottal vibratiot,.

Looking at the behavior of individual subjects, we can recognize certain dif-

ferences between them, although the number of observations is perhaps too small to

draw firm conclusions. For example, subject C has a considerable number of (p1's

without separation of the arytenoids, while subject A has all the (b)ls with separa-

tion of the arytenoids and a fair number of the 10's without arytenoid separation.

In distinguishing between voiced and voiceless categories, subjects C and

L have no difficulty. In the case of subject A, there seems to be some overlap
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between /p/ and /b/, but the overlap disappears if the items are separated

according to context.

Slide 3 shows a similar display for voiced fricatives and affricates.

In the pooled data, we see that all the /g/ and /v/ tokens were produced with

closed arytenoids and continuation of glottal vibration, while the situation

is complicated in /z/ and di. Looking at data for individual subjects, we

again see certain differences among them. In subject L, almost all the /z/

and /3/ tokens show neither separation"of the arytenoids nor interruption of

glottal vibration. For subjects C and A, most of the /z/ and /f/ tokens were

produced with arytenoid separation. Furthermore, subject A has all the tokens

which showed interruption of vibration.

Now let us focus attention on the time relations between laryngeal and

supraglottal articulatory gestures for voiceless consonants.

Slide 4 shows such time relations for the voiceless unaspirated stops.

In the left column, three graphs indicate when interruption of glottal vibration

and separation of the arytenoids occurred relative to the stop occlusion. The

abscissa is marked off in time intervals representing the film frames in

sequence. The ordinate indicates the frequency of occurrence along the abscissa.

Blank graphs above the abscissae are distribution patterns for the interruption

of glottal vibration, and shaded graphs below the abscissae are for the separ-

Ation of the arytenoids. In the right column, a similar display is shown for

the timing of resumption of glottal vibration and the closure of the arytenoids,

relative to the stop release.

In the left graphs, we see that, in most cases, interruption of glottal

vibration occurs one or two frames after the beginning of the closure. Separ-

ation of the arytenoids shows a relative timing that varies considerably, oc-

curring both before and after oral closure, with some intersubject difference.

There is a clear tendency for arytenoid separation to begin earlier than

interruption of vibration, although there is some overlap in distribution pat-

terns. Examination of the time relation for each token showed that, in sixty-

three tokens out of sixty-six, interruption of vibration took place after ary-

tenoid separation and that there was only one case in which the time relation

was reversed.

In the graphs on the right, we see that the resumption of vOration takes

place, in most cases, just at or immediately after stop release, while arytenoid

closure is achieved following the release. There seems to be a tendency for

arytenoid closure to be completed shortly after resumption of glottal vibration.
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Examination of each token revealed that, in most cases, resumption of glottal

vibration preceded the arytenoid closure, although there was a considerable

number of tokens, particularly for subjects L and C, in which the two occurred

at the same time.

Slide 5 shows the same display for voiceless aspirated stops. The timing

of the interruption of vibration and arytenoid separation relative to the

stop losure, shown on the left, is quite similar to the situation for the

voiceless inaspirates. Here also, separation of the arytenoids regularly pre-

cedes interruption of vibration for every token. On the right, we see that

the arytenoid closure is achieved long after the stop release. Examination

of the relative timing between arytenoid closure and resumption of vibration

revealed that, in almost all tokens, the arytenoids were closed after resump-

tion of vibration.

Slide 6 shows the timing of the laryngeal gesture at the beginning of

voiceless aspirated stops in comparison with that of voiceless inaspirates.

Graphs below the abscissae are those for the inaspirates. Shaded graphs on

the left are for arytenoid separation, and blank ones on the right are for

interruption of glottal vibration. Distribution patterns for the aspirates

are well matched to those of the inaspirates. The display indicates that there

is no difference in timing of laryngeal gestures between aspirates and in-

aspirates at the beginning of stop closure.

On the other hand, the difference in the timing of the laryngeal gesture

for release of stop closure is clearly seen in Slide 7. On the left, we see

that the arytenoid closure is achieved later in the aspirates than in the in-

aspirates. A similar tendency is observable for resumption of vibration, as

shown on the right half of the slide, although there is more overlapping in

the distribution patterns.

Slide 8 shows the time relation between laryngeal and upper articulatory

gestures for voiceless fricatives. The graphs show patterns similar to those

for voiceless unaspirated stops. For every token, the arytenoids begin to

separate before interruption of glottal vibration.

For estimating width of glottal opening, we measured the distance between

the vocal fold edges on magnified traces of the films. Slide 9 shows the

maximum opening of the glottis during the articulation of voiceless consonants.

We classified the width of the opening in Sun steps as indicated on the abscissa.

It should be noted that the values on the abscissa do not indicate the absolute

values of the actual glottal opening. The ordinate indicates numbers of cases

along the abscissa. The glottal aperture is sxaller in inaspirates than in
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aspirates and fricatives. There seems to be no difference between the aspirates

and fricatives.

Slide 10 shows the glottal opening at stop release. The opening in voice-

less unaspirated stops is definitely smaller than that in voiceless aspirated

stops. The data are consistent vr,th those for the difference in timing of

laryngeal gestures at stop release.

Findings presented here concern some basic features of laryngeal gestures.

mainly for intervocalic consonants. In further studies, we plan to examine

variations in these basic features for various consonant clusters and to

extend these studies to include cross-language observations.
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Cinegraphic Observations of the Larynx During Voiced and Voiceless Stops*

Leigh Lisker,
+
Masayuki Sawashima,

+f
Arthur S. Abramson :4+ and Franklin S Cooper

Haskins Laboratories, New Haven

At the last meeting of the Society (J. Acoust. Soc. Am. 47,105 (A), 1970),we

reported certain observations of laryngeal activity associated with the produc-

tion of English stop and fricative consonants in running speech. The method

involved introducing a.coherent fiberoptics bundle into the pharynx via the

nose--ancribupling its external end to a cinecamera set to operate at 60 frames

per second. From data on a single talker, it appeared that certain classes of

sounds may be distinguished by whether or not the arytenoid cartilages move

apart during their production. Thus, the voiceless fricatives /s,f,f/ regular-

ly show separation of the arytenoids, while the voiced stops do not. But some

consonant classes show a degree of variability in this respect, in particular

those variants of the voiceless stops described as unaspirated, which are

found before unstressed vowels. Tokens of the set /b,g/ are sometimes produced

without voicing during buccal closure, and of these, some are produced with

separation of the arytenoids. Because these two consonant classes, the set

/b,g/ with frequent lack of voicing during articulatory closure and the unaspir-

ated set /p,k/, seemed to offer the most difficulty to the view that English

stops can be neatly partitioned on the basis of whether or not the arytenoids

execute an opening gesture, we chose to pay them special attention.

The present findings are derived from recordings of three native Americans,

who read a list of sentences consisting of from three to fifteen syllables each.

The sentences were designed to include a good selection of stops and fricatives

in a variety of contexts. In conjunction with the filming, use was made of

both a conventional acid a throat microphone. Timing pulses enabled us to syn-

chronize the photographic and acoustic recordings. An illustration is pro-

*Contributed paper given at the 79th Meeting of the Acoustical Society of
America, Atlantic Cty, N.J., 21-24 April 1970.

+Also, University of Pennsylvania, Philadelphia.

++Ou leave from the University of Tokyo.

+++Also, University of Connecticut, Storrs.
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vided by Slide 1, in which selected frames are matched with locations in the

spectrogram of the utterance Rub Billy's head with this towel. The seven

frames are a sample of the renge of glottal states observed in our study.

Appropriate frame-sequences for the stop consonants in the utterances record-

ed were examined for the following features:

1. opening and closing movements of the arytenoid cartilages

2. interruption and resumption of vocal-fold vibration

3. maximum width of glottal aperture

4. width of the glottal aperture at the time of oral release of the stop.

The corresponding spectrograms were used primarily to fix the times of the

stop-closure and release.

In Slide 2, the voiced and voiceless unaspirated stops are classified in

two ways, depending on whether or not the arytenoids were seen to separate

and on whether or not the vocal folds ceased to vibrate. In the lower right

quadrant are the pooled data for the three subjects.

In general, the sets /b,g/ and /p,k/ can be described as follows: most

/b,g/ tokens show no arytenoid separation and no interruption of glottal

vibration, while most instances of /p,k/ have both separation of the carti-

lages and interruption of glottal vibration. At the same time, we should note

that a few cases of [b] showed separation of the arytenoids and that some had

an interruption of vibration. There are, in addition, some fifteen cases of

/p,k/ tokens in which no separation of the arytenoids was detected, while a

few, moreover, showed no interruption of glottal vibration.

Certain differences were observed among individual subjects, but the

number of observations is perhaps too small for us to draw very firm conclusions.

Subject C, for example, contributed most of the [p]'s without arytenoid separa-

tion, while subject A contributed all the [b]'s with arytenoid separation,

all the [Ws with interruption of vibration, and a fair number of the [0's

without arytenoid separation. In distinguishing between voiced and voiceless

categories, subjects C and L offer no difficulty. In the case of subject A,

there seems to be some overlap between /b/ and /p/, but even there, this

largely disappears if items are separated according to context.

Turning away from the question of distinguishing the two linguistic

categories, we can learn something of the time relations between laryngeal and

supraglottal articulatory gestures from our data. Slide 3 shows such time

relations for the voiceless unaspirated stops. The three plots on the left in-

dicate when interruption of glottal vibration occurred relative to the stop
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occlusion. The abscissa is marked off in intervals representing the film

frames in sequence. The ordinate indicates the distribution of values along

the abscissa. On the right, the timing relation between the beginning of

arytenoid separation and stop occlusion is shown in the same way. We see here

that the interruption of glottal vibration usually occurs one or two frames

after the beginning of the occlusion. The separation of the arytenoids shows

a relative timing that vw.les considerably, occurring both before and after

oral closure with some intersubject differences. Although not apparent from

this display, separation of the arytenoids never begins after the interruption

of vibration.

Slide 4 presents similar displays for the resumption of glottal vibration

and the return of the arytenoids to closed position. In most cases, our films

show resumption of vibration just at or immediately following stop release,

while a closed state of the arytenoids is achieved, in most cases, just after

release. There seems to be a tendency for arytenoid closure to be completed

shortly after resumption of glottal vibration.

Because there were in our sample only five tokens of /b/ for which an

interruption of glottal vibration was observed and four for which the aryte-

noids separated, we cannot say much about timing differences between voiced

and voiceless unaspirated categories. The five /b/is with interruption of

vibration showed persistence of vibration for several frames into the interval

of stop occlusion. Moreover, since for those stops vibration resumed directly

upon release, the interval over which the vocal folds appeared to be still was

.very brief, usually a single frame. For the four /b/'s with arytenoid separa-

tion, this took place just at the beginning of oral occlusion, and the aryte-

noids were back together by the end of the occlusion.

The timing relations observed for the unaspirated stops may be compared

with those for the voiceless aspirates, which are shown in Slide 5. The move-

ment of the vocal folds is brought to a halt only after oral closure has been

established, particularly in the case of subject C. who showed a similar

tendency in his productions of voiceless inaspirates. Arytenoid separation

occurs in close synchrony with oral closure. Here too, subject C lags behind.

Slide 5 does not show that the magnitude of separation is decidedly greater

for these stops than for both classes of inaspirates.

Slide 6 represents timing relations at the termination of occlusion for

the voiceless aspirates. The resumption of vibration is somewhat later here

than for the voiceless inaspirates, as we might expect. At the same time, we
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should note that, particularly for subject L, a number of items show resum?-

tion of vibrationco-occurringwith oral release. The arytenoids resume a

closed position well after oral release, on the average after the onset of

vibration.

Allowing for a certain amount of noise ill our observations, which we

will not go into here, it appears that the classes of phonetic events we have

been considering are produced with rather different laryngeal gestures, in

respect both to magnitude of opening and to timing relative to supraglottal

events.
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